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ABSTRACT

Intrinsic nonproportionality is a material-dependent phenomenon that sets an ultimate limit on energy resolution of radiation detectors. In general, anything that causes light yield to change along the particle track (e.g., the primary electron track in γ-ray detectors) contributes to nonproportionality. Most of the physics of nonproportionality lies in the host-transport and transfer-to-activator term. The main physical phenomena involved are carrier diffusion, trapping, drift in internal electric fields, and nonlinear rates of radiative and nonradiative recombination. Some complexity is added by the now well-established fact that the electron temperature is changing during important parts of the physical processes listed above. It has consequences, but is tractable by application of electron-phonon interaction theory and first-principles calculation of trap structures checked by experiment. Determination of coefficients and rate “constants” as functions of electron temperature $T_e$ for diffusion, $D(T_e(t))$; capture on multiple $(i)$ radiative and nonradiative centers, $A_{1i}(T_e(t))$; bimolecular exciton formation, $B_2(T_e(t))$; and nonlinear quenching, $K_2(T_e(t))$, $K_3(T_e(t))$ in specific scintillator materials will enable computational prediction of energy-dependent response from standard rate equations solved in the electron track for initial excitation distributions calculated by standard methods such as Geant4. $T_e(t)$ itself is a function of time. Determination of these parameters can be combined with models describing carrier transport in scintillators, which is able to build a user’s toolkit for analyzing any existing and potential scintillators. In the dissertation, progress in calculating electronic structure of traps and activators, diffusion coefficients and rate functions, and testing the model will be described.
CHAPTER 1: INTRODUCTION

1. Topics and methods comprising my Ph.D. research

In 2009, I started my Ph.D. study under supervision of Prof. Thonhauser, from whom I began to learn the idea and applications of first principles calculations based on density functional theory (DFT). This is a major method used in different directions in my Ph.D research. Our main focus at that time was on hydrogen storage materials, specifically, clathrate hydrates and the crystalline form of \((H_2)_4CH_4\) (H4M). Clathrate hydrates are crystalline, ice-like structures formed out of water molecules stabilized by van der Waals interaction. They are formed naturally at the bottom of the ocean, and are normally filled with methane in the cavities formed by water molecules. These deposits mean a tremendous stockpile of energy with less greenhouse gas release. H4M is one of the most promising hydrogen storage materials due to its extremely high mass density and volumetric density of hydrogen. Long range intermolecular interaction plays an important role in these compounds. We used the van der Waals density functional vdW-DF as an accurate description of van der Waals interaction in these systems. Our two-year work resulted in two papers included in this dissertation as Appendices I and II.

Inspired by Prof. Williams, I started to investigate scintillator proportionality related projects from late 2009. My first involved project on this topic was to study the role of carrier diffusion in scintillator proportionality using finite element methods to solve the rate equation of the carriers excited in scintillators in assumed cylindrical track geometry. Scintillators have been used as radiation detector materials for over 80 years, and investigation of the origins of nonproportional response (see below) intensified greatly since about 2000. While carrier diffusion had been noted as a factor in early
treatments [1,2], the quantitative treatment of carrier diffusion in modern-era modeling of scintillator nonproportionality was largely ignored in modeling of electron energy response at the time our work was undertaken in 2009. In 2009, Setyawan et al. published a paper showing empirical correlation of the ratio of electron and hole effective mass from high-throughput bandstructure of scintillators with an experimental measure of nonproportionality in a class of materials comprising mostly oxides [3]. A series of papers (Chapter 2, 3, 4) on results and discussions of our thermalized carrier transport model including charge separation and nonlinear quenching were published in 2010 and 2011. These papers convinced some leading groups in the scintillator field that carrier diffusion is indeed a controlling factor in scintillator proportionality and this idea is now well accepted in the community.

After 2 years’ research on scintillators and hydrogen storage materials, I was selected for the Computational Chemistry and Material Science (CCMS) summer institute of Lawrence Livermore National Laboratory (LLNL) with help from Prof. Thonhaser and Prof. Williams in 2011. I worked on a project of simulating self-trapped excitons (STE) in SiO₂ from first principle calculations under supervision of Dr. Babak Sadigh and Dr. Daniel Åberg during the 10 week stay at LLNL. For the first time, I learned how to model point defect systems in different materials using a planewave based code, Vienna Ab-initio Simulation Package (VASP). Excited states of the defect systems are of particular interest from both experimental and theoretical aspects. Traditional density functional theory normally severely underestimates the band gaps of both insulators and semiconductors and hence positions of the energy levels associated with the defects. Moreover, traditional DFT gives qualitatively wrong pictures for charged
defects like self-trapped holes (STH) in alkali halides due to its insufficient capability of localizing charge. In order to get more accurate information for the optical and thermodynamic properties of the defects, I expanded my capability of performing first principles calculations to hybrid functionals and GW approximation level. Furthermore, I was introduced to including excitonic effects in the defect simulations by the Bethe-Salpeter equation. Later in 2013, I learned more on GW and BSE methods in BerkeleyGW 2013 workshop. The research experience I gained from the CCMS institute and Berkeley GW workshop helped me greatly on projects of defects in scintillators with which I have been involved in the later years of my Ph.D. study. A formal collaboration between our group and the Sadigh group of LLNL was established after the summer school. We had many fruitful results and discussions since then, particularly in discussions with Daniel Åberg. Calculations on various defects in scintillators are crucial to scintillator studies in our group. First, the results of the optical transition energies help with interpretation and planning of the picosecond absorption experiments to recognize various absorption bands in the previously uncharted picosecond absorption spectrum. For example, work on F centers in SrI$_2$ in Chapter 6 made predictions on the absorption and emission peaks and lineshape for the F centers in different charge states in SrI$_2$, which is an exceptional scintillator in terms of proportionality and light yield. Although solid experimental data are still lacking, these theoretical results can be used to guide the picosecond absorption experiments for relevant absorption peaks associated with this defect. More importantly, electronic structure calculations on these defects may in our planned future work be used to calculate the capturing cross-section of different defects, which is an important input parameter for either the finite element modeling currently
being performed by Xinfu Lu from our group or a Monte Carlo simulation incorporating capturing mechanisms.

In 2012, several published works of Monte Carlo simulations on hot carrier thermalization and transport from Gao, Kerisit et al. of Pacific Northwest National Laboratory (PNNL) provoked our realization in the effect of hot electron transport in scintillators [4]. This awareness of the importance of hot carriers was concurrently reinforced by the results of interband z-scan experiments performed in our lab in the Ph.D. research of Joel Grim [5], showing for the first time that nonlinear quenching in certain classes of scintillators (mainly the heavier halides) is almost pure 3rd order in its dependence on excitation density, implying free-carrier Auger decay, as opposed to 2nd order quenching by presumed dipole-dipole transfer that was found in the oxides studied. Materials with high optical phonon frequencies (most oxides) exhibit almost pure 2nd order nonlinear quenching while materials with lower optical phonon frequencies (for example, halides) have 3rd order kinetics. Based on the published results from PNNL on hot carrier thermalization and the experimental data, we were able to make a hypothesis as follows. High optical phonon frequencies result in fast hot electron thermalization in general, hence the excited electron-hole pairs in most oxides are able to combine and form excitons during a time scale (< 1ps) shorter than typical nonlinear quenching time scale (~ 10 ps). Therefore 2nd order nonlinear quenching dominates in oxide scintillators. In heavier (non-fluoride) halide materials, hot electron thermalization happens on a longer time scale of a few picoseconds due to lower optical phonon frequencies. Since hot electrons are highly mobile with their extra kinetic energies up to one band gap above the conduction minimum, trapping of the hot electrons on (self-trapped) holes is believed
to be delayed during the nonlinear quenching time regime, so that these materials hence have 3\textsuperscript{rd} order kinetics. Indeed, recent picosecond absorption spectroscopy of self-trapped exciton formation versus initial electron energy has confirmed this hypothesis in CsI [6]. To test our hypothesis and obtain quantitative information on the effect of hot carrier transport, I used first principle calculations again for the phonon properties and hot electron group velocities in selected scintillator materials. These results were all combined in a published work and included as Chapter 6 in this dissertation. A scintillator “decision tree” which is able to categorize scintillators by their optical phonon frequency, band edge mobility, and hot carrier group velocity and make predictions of the proportionality and light yield of each category was constructed. In addition, I developed a Monte Carlo simulation package independently for hot electron thermalization and transport using the group velocity results calculated from first principles. This yet unpublished work is shown in Chapter 10. The results were presented in the International Conference on Inorganic Scintillators and Their Applications (SCINT 2013) in Shanghai.

Besides the work mentioned above, I also did some collaborative projects on my own time during part of the last two years of my Ph.D. study to investigate carrier transport in photovoltaic systems and graphene-like 2-D layered materials. Appendices III and IV are two manuscripts accepted for publication on these topics. These papers are mainly presenting experimental studies. I used first principles calculations to give theoretical prediction of key parameters as a significant complement of the experimental investigations.

In summary, I have used first principles calculations as a shared method in different fields (energy storage, scintillator nonproportionality, photovoltaics, and
topological insulators) during my Ph.D. research. Scintillator nonproportionality is the central part of my research and main body of this dissertation. Since 2000, chemical and nuclear terrorism threats motivated an upsurge for high resolution scintillator detectors. My work is aimed toward understanding the physical mechanisms that put limits on intrinsic scintillator resolution. Developing a users’ modeling toolkit, including necessary measured and/or calculated input parameters for analyzing a broad range of scintillators will be extremely helpful to the scintillator community. The nature of the problem and my research results in support of that goal will be discussed below.

2. Scintillator for energy-resolved radiation detection

Scintillation is a flash of light produced in a transparent material by the stopping of a particle (an electron, an alpha particle, a neutron, or high-energy photon). When a scintillator is excited by the incoming particle, it can emit part of the absorbed energy in the form of (usually visible) light. Scintillator materials are normally coupled with an electronic light sensor such as a photomultiplier tube (PMT) to obtain a scintillator detector. Compared to a normal Geiger counter, scintillator radiation detectors provide spectroscopy response of the incident radiation so that the energy of the radiation and thus the type of the source can be determined. Scintillator radiation detectors have broad applications in particle physics, astronomy, medical imaging, homeland security, oil well logging, and other related fields.

Scintillator detectors have been used for over 80 years in many different areas. For a long period of time, sensitivity was almost the sole criterion for scintillators and hence high light yield inorganic scintillators like NaI:Tl were popular and remain so for
many applications. But the response time (scintillation decay time) of NaI:Tl is slow. In the early 1990’s, a new need for fast scintillators grew as CERN’s large hadron collider (LHC) and associated detectors began to be planned and built. Pushed by this need for better speed, PbWO$_4$ became part of a vanguard of new scintillators investigated and developed rather intensively over the last two decades. Over 60,000 PbWO$_4$ crystals were individually grown and incorporated in the Compact Muon Solenoid (CMS) to detect gamma ray showers emanating from the $10^8$ bunch crossings per second at LHC. These fast scintillators played an important role in the discovery of the Higgs boson in 2012. Nuclear nonproliferation became an increasingly pressing need after 2001. Discovery of high resolution scintillator detectors, preferably at low cost for wide deployment, is needed to distinguish isotopes and chemical elements in security scanning. Our work aims to elucidate the fundamental physics that limits the resolution of scintillator detectors.

Proportionality between scintillator light yield and incident gamma-ray energy is a prerequisite for achieving the best energy resolution consistent with counting statistics in a radiation detector. A perfect scintillator material should have a constant ratio between total light emission and the initial energy of the primary electron being stopped inside it. However, fundamental origins like carrier quenching and deep defect trapping usually causes significant nonproportionality to existing scintillator electron response, which limits the overall resolution of the radiation detectors designed from these scintillators. The experimental measurement for the electron response curve is obtained from Scintillator Light Yield Nonproportionality Characterization Instrument (SLYNCI) of Lawrence Berkeley and Lawrence Livermore Laboratories [7]. A set of SLYNCI data
for different scintillators is shown in Fig. 1, almost all of the scintillators diviate from the perfectly horizontal response significantly.

**FIG. 1** Light yield from Compton scattering of different scintillators measured by Scintillator Light Yield Nonproportionality Characterization Instrument (SLYNCI), all data are normalized to 662 KeV. Figure plotted from data supplied by G. Bizarri et al. and S. A. Payne et al. Adapted from Ref. [7] with permission of Institute of Electrical and Electronics Engineers.

SLYNCI data is the standard measurement for scintillator proportionality; however it does not contain the information of the origins of the nonproportionality. In Fig. 1, the low electron energy part correspond to track end region in a real particle track excited in scintillators, and commonly implies high excitation density. The global roll-off part on the left hand side of SLYNCI data is commonly assumed to be related with the nonlinear quenching (2nd order dipole-dipole quenching or 3rd Auger quenching) mechanism among the excitations introduced by the incident particle in the scintillators. Oxides tend to have the more severe nonlinear quenching than halide scintillator materials as shown in Fig. 1. Alkali halides have their typical rising part on the high
electron energy part which also introduces nonproportionality. Currently the leading
performers in SLYNCI-type data are in the class of multivalent halide compounds,
including LaBr$_3$:Ce and SrI$_2$:Eu. Such scintillators do not show a strong rising part at the
beginning part of the track and the steep nonlinear quenching roll-off occurs only at the
highest excitation densities associated with track ends. In addition, Sr co-doped LaBr$_3$:Ce
is recently synthesized and has a further improvement in what was already one of the
most proportional scintillators, which allows it to have exceptionally high resolution for a
scintillator, up to 2% at 662 keV [8].

Another important criterion, partially related to the proportionality, is the total
light yield or simply the brightness of a scintillator. The expression for light yield $L$ due to
Lempicki, Wojtowicz, and Berman is as follow [9]:

$$L = \beta' SQ$$

where the electron-hole pair creation efficiency $\beta'$ is determined to be 2 to 3, it is the ratio
between the energy needed to create one excitation in a material and the band gap of the
material. $S$ is the transfer efficiency for excitations to transfer to activators and $Q$ is the
quantum efficiency of the activators. In Fig. 2, the overall light yield for various
scintillators grouped by the anions is plotted against their band gaps. The red line is the
theoretical limit of the light yield using $\beta'$ value of 2.5 [10].
An ideal scintillator would have $S$ and $Q$ values both be 1 and push the light yield to the theoretical limit, this also makes a perfectly proportional scintillator. The light yield and proportionality are related criteria of scintillators. As shown in Fig. 2, proportional scintillators have light yield generally closer to their theoretical limits and vice versa.

Efforts to understand the physical basis of nonproportionality in order to more efficiently discover and design scintillators with better resolution have intensified in the last decade. The motivation comes in part from the need for highly discriminating nuclear material monitoring and some types of security scanning, but improved resolution can also benefit medical molecular imaging and particle physics experiments. It would be very useful if one or more design rules for proportionality could be found. A material design rule is a predictive relationship between one independently measurable material parameter and a trend of response affecting nonproportionality, valid across a broad range of radiation detector materials. Such predictive trends would suggest physical
mechanisms that can be tweaked and engineered for improved scintillator detector resolution.

To actually discover and investigate these important material dependent parameters or design rules, there has been an active and useful subfield of scintillator research known variously as computational modeling of scintillator performance intensified recently. The emphasis has been on “modeling,” which connotes the tweaking of included phenomena and searching for the most important material parameters that can reproduce features of experimental electron energy response and total light yields. My dissertation will describe the theoretical study and Modeling of scintillator nonproportionality and light yield developed in our group in stages.

3. The search for what controls scintillator proportionality, and efforts toward development of a predictive model based on material properties

Most of the physics behind nonproportionality is contained in the $S$ transport term in Eq. (1). In order to model scintillator proportionality, we put our main focus on the transport of the excited carriers.

In 2009, our group began to study the effect that electron and hole diffusion occurring in thermal equilibrium within the extreme radial concentration gradient of high-energy electron tracks may have upon nonlinear quenching and the branching of electron-hole pairs and independent carriers. This effect was ignored to a large degree in the scintillator field for many decades. It was mentioned as a possibility and included to some degree in very early models [1,2], but had not been analyzed quantitatively in regard to the new interest in proportionality up to the time our Wake Forest group started
numerical modeling of the effects in scintillators. Our interest was provoked partially by the fact that the nonlinear quenching, either 2nd order or 3rd order, is extremely sensitive to a change in the track radius given an initial deposited local carrier concentration on-axis. The carrier density is inversely proportional to the square of the track radius; hence the 2nd order and 3rd order quenching depend on fourth and sixth power. Even modest diffusion can have controlling influence on nonlinear quenching in such a case, and the extreme concentration gradient promotes substantial diffusion effects even on the picosecond time scale on which nonlinear quenching typically occurs. Carrier mobilities therefore become a very important parameter that can control nonlinear quenching and hence nonproportionality. In Chapter 2, a finite element method is used to simulate the time-dependent radial diffusion and drift in the high carrier concentration gradient characteristic of electron tracks with presence of internal electric field in scintillators and other radiation detector materials. This work was published in *Nuclear Instruments and Methods in Physics Research A* (2011) [11].

In Chapter 3, the diffusion-drift-quenching model was improved and generalized. It also was the first attempt to simulate the general form of SLYNCI Compton coincidence data without using any fitting parameters. A fast Poission solving algorithm was used to calculate the potential and electric field and enabled the program to simulate 2-dimensional diffusion for materials with anisotropic mobilities. With the help from the first principles band structure calculations [3], we were able to develop an effective diffusion coefficient model which describes the competition between diffusion and quenching of the mixture of carriers (electrons, holes, and excitons) along an electron track for most oxides, selenides, and semiconductors without self-trapping holes. The
effective diffusion coefficient is defined as follows. It is a single material dependent parameter that describes how efficiently the carriers can transport out of the high carrier density region before significant nonlinear quenching can occur.

\[
D_{\text{eff}} \approx \frac{kT}{\max(m_h, m_e)} \left[ \min\left(\frac{m_e}{m_h}\right) \tau_{\text{EXC}} + \left(1 - \min\left(\frac{m_e}{m_h}\right)\right) \tau_e \right]
\]  

(2)

Here, \( m_e, m_h \) are electron and hole band masses, \( \tau_{\text{EXC}} \) and \( \tau_e \) are the scattering time of excitons and independent carriers in the materials. As calculated in Ref. [12], the ratio between electron and hole mobilities defines the branching between the excitons and independent carriers. Eq. (2) is a “two gas” model of excitation transport. The predicted nonproportionality vs. effective diffusion coefficient relation matches experimental data for oxides and semiconductors well as shown in Fig 3. The initial track radius was taken to be 3 nm in agreement with later determinations [4,5]. This work is published in Journal of Applied Physics (2011) [12]. The halides cannot be fitted in the same plot by the effective diffusion coefficient model alone, we believe it relates to the hot electron transport in such materials and this issue will be addressed later.
FIG. 3 Empirical measures of proportionality (1-$r_{NP}$) tabulated by Setyawan et al. [3] for the scintillators shown, together with points for CdTe and HPGe (77 K), are plotted versus effective diffusion coefficient, $D_{eff}$, deduced from calculated band masses [2] with an assumed exciton scattering time $\tau_{exc} = 8.4 \times 10^{-15}$ s. The red curve is the plot of (1-QF), the survival probability against second-order quenching through 10 ps for on-axis excitation density $10^{20}$ e-h/cm$^3$ in a 3 nm Gaussian track. Figure adapted from Ref. [12] with permission of American Institute of Physics.

The diffusion-drift model is further completed and compared with experimental data from our group in Chapter 4, which is published as a front cover in *Physica Status Solidi B* (2011) [13]. Experimental results like the time window for quenching to happen, nonlinear quenching rates, bimolecular exciton formation rate, and electron capturing (on activators) rate are described in detail. These results were used as inputs for the transport model. The combined theoretical and experimental research enabled us to investigate the interplay of charge separation and nonlinear quenching in a carrier transport framework in determining scintillator nonproportionality.

The simulated local light yield (SLLY) result from Ref. [12] is a function of on-axis carrier density and hence cannot be compared directly with the SLYNCI data which is the light yield as a function of electron energy. To actually compare our simulated data with electron response data (SLYNCI), the Monte Carlo GEANT4 software package was
introduced and provided data for excitation population as a function of carrier density. SLLY and GEANT4 data can be integrated to obtain the simulated electron response curve. The calculated electron response data for NaI:Tl and SrI$_2$:Eu scintillators corresponds with experimental K-dip data very well as shown in Chapter 5, which was published in *MRS communications* (2012) [14]. This comparison is a strong evidence of the validation of our model.

The master rate equation describing the carrier transport contains the capture on various types of radiative and nonradiative centers. These capturing rates are crucial to the carrier transport processes and through it, the nonproportionality. Despite the importance of the properties of these trapping centers, there is in fact very limited experimental investigation performed at this point. Multiple types of traps always co-exist in a certain material and it is normally difficult to study them from experimental approaches separately and thoroughly. A more feasible and probably better way to get the information of various types of trapping centers in different scintillator materials is electronic structure simulation. To obtain our desired parameters such as capturing center population, capturing cross-section, and capturing rate as a function of electron energy for each type of activator/defect, we perform first principles calculations and study the electronic structures of the defective systems before analyzing the results with approaches which lead us to the rates. Our calculations are based on density functional theory and are carried out in the projector augmented wave (PAW) framework in the Vienna *ab initio* simulation package (VASP). As an example of theoretically investigating defects that are difficult to study using theoretical approaches, the work of Chapter 6 won the Young Researcher Award in 2012 International Conference on
Defects in Insulating Materials (ICDIM) and was published as editor’s suggestion in *Physica Status Solidi B* (2013) [15]. In this chapter, we present first principles calculation results for iodine vacancy centers in SrI$_2$ scintillator. In 2008, SrI$_2$:Eu scintillator became the focus of intense interest in the search to develop higher-resolution gamma-ray scintillation spectrometers. Part of the motivation of this work is to gain understanding of electron traps contributing to the size of linear quenching fraction in Ref. [12]. We want to characterize the properties of some of the expected common lattice defects in SrI$_2$. However, SrI$_2$ is extremely hygroscopic and until recently it was moderately difficult to grow good crystals. As a result of these complicating experimental factors and the absence of a strong driving interest until the recent need for improved gamma-ray detectors, there is very little known about point defects in SrI$_2$. Our work includes the electronic structure, lattice relaxation, and formation energies of iodine vacancy defects in different charged states in SrI$_2$. Using the parameters that are calculable from first principles in SrI$_2$ as a starting point, prediction of absorption energy, vibrational lineshape, thermal trap depth, and Mollwo-Ivey comparison to alkaline-earth fluorides is made.

The transport model established in 2011 has its limitations on predicting the nonproportionality of halide materials like NaI and SrI$_2$. In 2012, our measurements of nonlinear quenching kinetic order alongside Monte Carlo simulation performed by Wang et al. [4] led us to realize the importance of both hot and thermalized electron transport for scintillator performance. Therefore, we expanded our previous diffusion and nonlinear quenching model to include hot electron transport. Furthermore, we established a more general model predicting scintillator nonproportionality based on optical phonon
frequency, thermalized band edge mobilities, group velocity in the upper conduction bands, and hole self-trapping. A scintillator “decision tree” was concluded from these results as shown in Fig. 4. This paper was published as a front cover in *Physica Status Solidi RRL* (2012) [17], and is included as Chapter 7. In Fig. 4, the criterion at the top level is whether hot electron thermalization is fast compared to picosecond scale of nonlinear quenching. If so, there will be thermalized carriers diffusing with band-edge mobilities during nonlinear quenching and the model in Ref. [12] should apply. The decisive parameter for these materials (almost all oxides) is effective diffusion coefficient. The right-hand branch at the top is toward low optical phonon frequency, thus slow thermalization of hot carriers, thus free carriers during nonlinear quenching, and 3\(^{rd}\) order Auger quenching should be expected. Experimental evidence of the top level branching between 2\(^{nd}\) order quenching and 3\(^{rd}\) order quenching is obtained from the z-scan experiments done in our lab. The second level branch on the right is between small and large hot electron group velocity, corresponding to small and large hot-electron range. Thermalization rate (top level) combines with group velocity to determine hot electron range. If hot electrons have a small thermalization range, their collection in the electric field of the self-trapped holes in the track core will not encounter many traps. Thus light yield will be high and the typical “halide hump” [8] will be small.
FIG. 4 How classes of general behavior in electron energy response (curves) and light yield (LY) illustrated along the bottom may result from physical parameter values: $\omega_{LO}$ deciding electron thermalization rate: fast to the left with thermalized diffusion versus slow to the right with hot free carriers; subsequent branching in the thermalized half is governed by band-edge diffusion coefficient $D_{eff}$ [3]; whereas the non-thermalized half is controlled by hot-electron velocity and range depending on host structure. Adapted from Ref. [17] with permission of John Wiley and Sons.

In Chapter 8, three different centers, F center, Sr-F$_A$ center and Ce activator are all simulated and compared using first principle techniques. As described in Ref. [8], LaBr$_3$:Ce co-doped with Sr$^{2+}$ can achieve almost perfectly proportional electron response and high light yield up to 75,000 ph/MeV which is at the theoretical limit of LaBr$_3$. The central question of the effect of the co-doping is how a small amount of Sr co-do-eping (160 ppm) can have a controlling effect over Ce activators with much larger population (50,000 ppm). Our calculation shows that the geometric size of the hole density contour of the Sr-F$_A$ center is larger than Ce center, which may imply that Sr-F$_A$ centers have bigger hole capturing cross-section. However, more evidence is needed to prove that the holes are captured on Sr-F$_A$ centers with a much faster rate compared with Ce centers. We are planning to simulate multi-phonon capturing process described in [16] based on
the electronic structure calculations performed, which will strengthen the analysis of carrier capturing features of these centers and give answers to the capturing parameters we would like to use in the transport model.

A. Gektin summarized the literature on light yield in mixed-crystal scintillators, showing that light yield is often improved in mixed crystals. This suggests a route to new scintillators with good band edge mobilities and modest conduction band group velocity, just like one of the best scintillators SrI$_2$. We first took alkali halide mixed crystals NaI$_x$Br$_{1-x}$ and Na$_x$K$_{1-x}$I ternaries as a starting point. The calculations show that Na$_x$K$_{1-x}$I is a very promising material in terms of hot electron group velocity. In Chapter 9, the results are discussed.

In Chapter 10, a detailed discussion of the modeling of hot electron transport combined with usage of parameters calculated from first principles calculations or directly from experiments is presented. A Monte-Carlo simulation package developed independently from our group for hot electron transport is used for results on the thermalization time and diffusion range [18].
FIG. 5 Workflow toward a user’s toolkit for scintillator nonproportionality and light yield. The group velocity, defect electronic structure calculated from density functional theory is translated to diffusion coefficient $D(T_e)$ and capturing rate $A_{1i}(T_e)$ for various centers as a function of electron temperature $T_e$. Similarly, bimolecular exciton formation rate $B_2(T_e)$ and nonlinear quenching rates $K_2(T_e), K_3(T_e)$ are extracted from picosecond absorption and z-scan experiments. These input parameters can be used in a Monte-Carlo simulation or a finite element rate equation solver to simulate hot electron transport processes to predict local light yield as a function of carrier density. The resulted simulated local light yield can be combined with GEANT4 data to get the electron response for any existing/potential scintillators.

The current model contains the hot electron diffusion using group velocities calculated from first principles band structure calculations and the optical/acoustic phonon frequencies from phonon calculations. Internal electric field is also considered. To make this model more generalized and be able to eventually make predictions of scintillator light yield, we need the information of other rates from either experiments or calculations. In the near future, the nonradiative capturing by different centers through multiphonon emission will be worked out. At this point, our group is able to acquire the bimolecular exciton formation rate $B_2$ from picosecond absorption experiments and nonlinear quenching rates $K_2$ and $K_3$ from z-scan experiments. To sum up, the workflow of our planned user’s toolkit for Modeling scintillator nonproportionality and light yield is presented in Fig. 5. Based on the foregoing discussion, all the rate constants used in the
modeling for local light yield are now a function of electron temperature. The bimolecular exciton formation rate and nonlinear quenching rates can be obtained from experiments done in our lab. First principles calculations can provide information of the group velocities and optical phonon frequencies so the diffusion coefficient is also solved naturally by using these parameters in a Monte Carlo simulation. Electronic structure calculations on various defects can be performed as in Chapter 8. These calculations can result in actual capturing rates as a function of electron energies which will be used in rate equation or Monte Carlo simulations. These simulations will be done as a function of on-axis carrier density, and local light yield will be predicted. One can then combine the simulated local light yield with GEANT4 data to get the simulated electron response for scintillators.

This dissertation contains 11 chapters and 4 appendices comprising 15 published or “in preparation” papers out of a total 23 papers (19 of which are already published) and manuscripts on which I am a co-author. A full list of publications is included in the Curriculum Vitae.
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ABSTRACT

Time-dependent radial diffusion and drift are modeled in the high carrier concentration gradient characteristic of electron tracks in scintillators and other radiation detector materials. As expected, the lower mobility carrier (typically the hole) controls the ambipolar diffusion. Carrier separation when electron and hole mobilities are unequal produces a built-in radial electric field near the track analogous to an $n$-intrinsic semiconductor junction. The diffusion is shown to have significant effects on both the low-$dE/dx$ and high-$dE/dx$ ends of electron light-yield curves and their respective contributions to nonproportionality. In CsI:Tl, it is shown that electron confinement toward the end of the track accentuates high-order quenching such as Auger recombination or dipole-dipole transfer, while in HPGe extremely rapid (< 1 fs) dilution of carrier concentration by radial diffusion renders Auger quenching negligible. Separation of geminate carriers is accentuated in the beginning of the track if electron and hole mobilities are widely unequal as in CsI:Tl, leading to bimolecular recombination of trapped carriers by slower thermal hopping routes as the favored channel at low $dE/dx$. 
1. Introduction

It is generally assumed that the root cause of nonproportionality in scintillators is nonradiative electron-hole recombination (quenching) that depends nonlinearly on the ionization density, coupled with the variability of local ionization density from beginning to end of an electron track. In order to relate $dE/dx$ to a volume density of excitations that enter the $2^{nd}$ and $3^{rd}$ order nonradiative decay rates associated with dipole-dipole transfer and Auger recombination, it is necessary to know the (time-dependent) radius of the distribution of excitations. For example if one models the linear deposition $dE/dx$ locally as distributed in a cylindrical track of radius $r_t$, then the excitation density at any location along the track is proportional to $(dE/dx)/r_t^2$ at that point. Clearly, the nonlinear quenching processes are very sensitive to $r_t(t)$, being $4^{th}$ order in $r_t$ for dipole-dipole and $6^{th}$ order for Auger quenching.

We can associate three characteristic time ranges of changing $r_d(t)$ with different physical processes of radial diffusion: (1) ballistic transport of carriers created with kinetic energy in excess of $kT$, lasting for a thermalization time of fs to ps, during which the carriers diffuse a thermalization length $l_t$ [1]; (2) diffusion of carriers with band mobilities in thermal equilibrium, commencing at the end of ballistic transport and continuing until the carrier is recombined with a partner or reduced to slow thermal hopping transport after becoming trapped; (3) thermal hopping / detrapping on a time scale of nanoseconds to microseconds in room-temperature scintillators.[2] Process (1) of ballistic transport is often folded into the definition of an initial track radius. Vasil’ev has estimated a thermalization length $l_t = 3$ nm as typical for scintillator materials.[1]
is the process (2) of band diffusion in thermal equilibrium that is the topic of this paper, having importance in ~ 20 ps down to ~ 1 fs depending on mobilities. If diffusion/drift produces a significant dilution of concentration on this time scale, it can exert a strong influence on the outcome of Auger and dipole-dipole quenching, flattening the roll-off of light yield at high dE/dx. If it introduces spatial separation of electrons and holes, it can influence the path of radiative recombination kinetics and trap-mediated quenching. The diffusive separation of electrons and holes due to unequal mobilities will be shown to be favored at low dE/dx, especially when holes are immobile (self-trapped). In this way diffusive band transport of electrons relative to holes on the picosecond time scale can explain why the depression of light yield at low dE/dx is a feature peculiar to halide scintillators and is especially strongly expressed in NaI:Tl, CsI:Tl, and CsI:Na where holes are known to be strongly self-trapped. To illustrate these effects, we will compare diffusion simulations in a scintillator with nearly zero hole mobility on the relevant time scale (CsI:Tl) and in high-purity germanium (HPGe) semiconductor detector material having very high hole and electron mobilities.

2. Modeling Method

Time-step finite-element analysis was used to solve for the diffusion and drift currents, electric field, and local carrier concentration in cylindrical symmetry around the track of a charged particle. The equations used are

\[ \vec{J}_e(\vec{r},t) = -D_e \nabla n_e(\vec{r},t) - \mu_e n_e(\vec{r},t) \vec{E}(\vec{r},t) \]  \hspace{1cm} (1)

\[ \frac{\partial n_e(\vec{r},t)}{\partial t} = -\nabla \cdot \vec{J}_e(\vec{r},t) \]  \hspace{1cm} (2)
for electrons and an equivalent set of equations for holes, where the variables and constants have their usual meanings. Poisson equation

$$\nabla \cdot (\frac{\rho}{\varepsilon}) = \frac{\rho}{\varepsilon_0}$$

serves to evaluate electric field for insertion back into the diffusion/drift equation. The Einstein relation $D = \mu k_B T/e$ gives the diffusion coefficients for electrons and holes in terms of their mobilities $\mu_e$ and $\mu_h$. The static dielectric constant $\varepsilon$ of the material is used in Gauss’s law.

The finite-element evaluation is applied to cylindrical shells around a starting distribution which is taken to be a Gaussian radial profile initially identical for electrons and holes. The electron and hole number in each cylindrical shell is updated in each time step according to the diffusion and drift currents across the cell boundaries. When it is desired to evaluate Auger quenching, a 3rd-order loss corresponding to Eq. (4) is included in the right side of Eq. (2) for evaluation in each cell and time step.

$$\frac{\partial n(r,t)}{\partial t} = -J^3(r,t)$$

Following the approximate treatment of Ref. [3], the concentration $n$ in intrinsic material is taken to refer to free electrons or free holes equivalently.

Driven by the huge concentration gradient posed by up to $3 \times 10^{20}$ electrons/cm$^3$ confined initially within a radius of 3 nm, the electrons diffuse outward, opposed by drift back toward the collection of immobile (on this time scale) self-trapped holes in the example of CsI, or virtually un-opposed in Ge. We incorporated in the model a test to determine on average whether a geminate e-h pair gets ripped apart by the difference in electron and hole diffusion currents at a given radial position and time. By evaluating the
currents at the boundaries of each cell, the model can determine the integrated current flowing through a given cell up to a time $t$. Dividing that current by the electron concentration within the cell gives the average total displacement of electrons comprising the current at that place and time. Since the holes are immobile in the alkali halides on this time scale, electron displacement specifies the average displacement of an electron from its geminate hole partner attributable to the mismatch of mobility-related electron and hole diffusion currents. To the extent that this displacement, occurring in the average time $t_{\text{Ti}}$ for trapping a carrier on an activator, exceeds the average spacing of $\text{Tl}^+$ activator ions in the crystal, then the electron will on average be trapped on a different $\text{Tl}^+$ (forming $\text{Tl}^0$) than will the hole (forming $\text{Tl}^{++}$ on a different site). Subsequent recombination via this channel will be 2nd order, will proceed by a slower route of carrier de-trapping and re-trapping, and can be subject to deep trapping or extra nonradiative recombination channels. On the other hand, if the electron and hole are not ripped apart in the contest of diffusion and drift, they are more likely to be captured on the same $\text{Tl}^+$ in their vicinity and to undergo prompt monomolecular radiative decay. A related test applies in the more general case of both carriers mobile.

3. **Results and Discussion**

At room temperature, the average STH jump rate in CsI is $1.7 \times 10^9 \text{ s}^{-1}$.[2] Thus, for purposes of the simulations of band diffusion in $\leq 20$ ps presented here, the hole mobility in CsI is effectively $\mu_h = 0$. The electron mobility in pure CsI has been measured as $\mu_e = 8 \text{ cm}^2/\text{Vs}$ at room temperature[4], and the static dielectric constant is $\varepsilon = 5.65$. We specify thallium doping level (0.3%) because of its role in the test for
geminate-to-independent branching. HPGe has $\mu_h = 42000 \text{ cm}^2/\text{Vs}$ and $\mu_e = 36000 \text{ cm}^2/\text{Vs}$ at its 77 K operating temperature[5], and $\varepsilon = 16$. The measured Auger rate constant in Ge is $\gamma = 1.1 \times 10^{-31} \text{ cm}^6/\text{s}$ [3]. A measured Auger rate constant is not available for CsI, so we assigned the Ge Auger rate constant to CsI for the sake of comparing purely the diffusion effects on Auger decay, all else being kept the same. Vasil’ev has estimated that the maximum electron-hole pair density produced on axis near the track end of an energetic electron is about $2 \times 10^{20} \text{ cm}^{-3}$ in NaI.[1] Therefore we have modeled hole and electron diffusion at initial on-axis concentrations of $2.5 \times 10^{18}$ up to $2.5 \times 10^{20} \text{ cm}^{-3}$ for CsI:0.3%Tl, and for HPGe (77K). Both cases assume a starting Gaussian radius of 3 nm. For immobile holes as in CsI, the diffusion and drift currents come to a balance at a steady-state time $t_{ss}$ ranging from 9 to 0.4 ps for on-axis carrier densities of $2.5 \times 10^{18}$ and $2.5 \times 10^{20} \text{ cm}^{-3}$ respectively. Such a steady state distribution is analogous to a $p-n$ junction or more specifically a cylindrical $n$-intrinsic junction with depletion zone and built-in electric field, where the role of ionized donors is played by the immobile holes. Just as electrons thermally released from the donors diffuse beyond the sharply-defined boundary of the doped region, setting up charge separation and a built-in electric field, so do conduction electrons excited from the valence band diffuse relative to the sharply confined core of self-trapped holes [1]. By contrast, the $e^{-1}$ radial profile of both carriers in HPGe has already expanded within 1 femtosecond by a factor 6.5 times the starting radius $r_{i0}$, rendering the Auger decay rate, proportional to $(r_i)^{-6}$, negligible for $t > 1 \text{ fs}$.
Figure 1 compares the $e^{-1}$ radius of electron distribution versus on-axis initial density $n_0$ for CsI and HPGe, both having started from the same 3-nm Gaussian distribution. The CsI radius contour is shown at 1000 fs, whereas the Ge contour has already expanded to a much larger radius in 1 fs, and will go out of the range plotted in the next fs. The extreme contrast in the diffusive track expansion rates for these two materials is the first lesson of Fig. 1. As we have pointed out that the 2$^{\text{nd}}$ and 3$^{\text{rd}}$ order quenching processes are 4$^{\text{th}}$ and 6$^{\text{th}}$ order in the instantaneous track radius, it makes quite clear at least one reason why HPGe or other intrinsic material with high mobilities will be nearly free of nonproportionality arising from Auger recombination, while a material like CsI:Tl will be much more affected by quenching that is nonlinear in excitation density.
Fig. 2. The dashed curve shows the fraction of geminate e-h pairs driven to trap on activators as independent carriers by differential diffusion displacement of electrons and holes in CsI:0.3%Tl, versus $dE/dx$. The solid curve plots the fraction of carriers quenched by Auger recombination within 10 ps, also vs $dE/dx$. The Auger quenching fraction in Ge is terminated rapidly by diffusion diluting carrier density in the track, and amounts to < $10^6$ in 10 ps at all $dE/dx$ shown.

Yet another lesson that is evident from the comparison in Fig. 1 is the variability of the electron radius contour along the excitation density axis for CsI:Tl, which corresponds to a variation along $dE/dx$ or along the particle track. It is fairly well accepted that any properties affecting light yield which vary along the length of an electron track will contribute to nonproportionality. The electron distribution in a material like CsI with immobile holes is shaped like a funnel coming down to its small dimension at the track end. The excitation density is already highest at the track end due to a maximum in $dE/dx$ at the valence plasmon energy, but the spatial confinement of electrons preferentially at the small end of the funnel doubly accentuates the rate of nonlinear quenching near the track end compared to earlier parts. Interestingly, HPGe shows a funneling of the electron radial distribution in the opposite trend, but much weaker. This is understandable because $\mu_h > \mu_e$ in Ge, so the holes outrun the electrons.
and leave net negative charge in the core. Then the drift and diffusion currents for
electrons are both radially outward in Ge, and the drift term becomes relatively more
important (hence the electron expansion faster) for high on-axis excitation density.
Figure 2 plots the independent carrier fraction and the Auger decay fraction within 10 ps
for CsI versus $dE/dx$. The independent carrier fraction has a similar dependence on $dE/dx$
as does the electron radius contour, which is not surprising since independence is
achieved essentially by the electron outrunning the hole during diffusion before trapping.
The integrated Auger decay fraction within 10 ps in HPGe was found to be less than $10^{-6}$
at all $dE/dx$ within the plotted range, i.e. negligible.

4. Conclusions

(a) When holes are immobile, electrons can still diffuse substantially beyond the
hole distribution at on-axis initial concentrations such as $n_0 = 2.5 \times 10^{18}$ cm$^{-3}$
characteristic of low $dE/dx$ at the beginning of electron tracks. This separation of charge
immediately reduces the prompt radiative recombination rate. Diffusion reaches a steady
state balanced by drift in the self-established field within a few picoseconds. Both the $e^{-1}$
radial extent and the time to achieve steady state decrease with increasing on-axis initial
concentration. This can be visualized as a diffuse electron distribution which funnels
down to a tighter radius toward the end of the track. The reason for this trend can be seen
upon examining the $n_0$-dependence of the diffusion and drift terms in Eq. (1). Diffusion
current is linear in $n_0$ through $Vn(\vec{r},t)$, whereas drift current is quadratic in $n_0$ through
the product $n(\vec{r},t)E(\vec{r},t,q_{enclosed})$. Viewed another way in analogy to $n$-intrinsic
junctions, the space charge region becomes narrower as the concentration of ionized donors (self-trapped holes) becomes higher.

(b) When both carriers are highly mobile as in Ge, the radial diffusion in the high concentration gradient of the track will be fast and proceed without limit toward an asymptotically flat gradient. The side-by-side comparison to CsI illustrates the enormous difference in the quantitative rates of expansion and dilution of the carrier concentrations in the track for these two examples, one a highly proportional detector and the other exhibiting both the high- and low-\(dE/dx\) trends of nonproportionality. Taking Auger recombination as one nonradiative channel that can be compared in the two cases, the simulation confirms that diffusive dilution of carrier concentration renders Auger decay negligible in less than a femtosecond in HPGe, whereas in CsI the track-end diffusion properties actually accentuate the importance of nonlinear decay in that part of the track, thus aggravating nonproportionality.

(c) The simulations show that independent trapped carriers are favored in the low-\(dE/dx\) (high-\(E_γ\)) limit. Conversely, geminate (exciton) trapping is favored near the track end as emphasized for low \(E_γ\). This is consistent with the study of light pulse shape dependence on \(γ\)-ray energy in CsI:Tl by Syntfeld-Kazuch et al [6], who resolved the scintillation light pulse in CsI:Tl into a fast, medium, and slow component. 660-keV \(γ\) rays produced relatively more amplitude in the slow (16 \(μs\)) component, whereas 6-keV \(x\) rays produced relatively more of the fast (700-ns) component. Over much of their tracks, the 660-keV \(γ\) rays will preferentially produce excitations in the lower density range such as \(n_0 = 2.5 \times 10^{18} \text{ cm}^{-3}\), at which density our diffusion model shows that a majority of the geminate pairs will be ripped apart to independent status by differential
diffusion. They will tend to trap out on different Ti\(^+\) sites yielding Ti\(^{++}\) and Ti\(^0\) which enter into the slow hopping bimolecular recombination process. In addition to a slow route of recombination possibly being cut off by the shaping gate width, recombination by thermal detrapping provides additional opportunities for deep trapping or nonradiative recombination, so branching to this path preferentially in the early track suggests an explanation for the phenomenon of falling light yield at low dE/dx in alkali halides.[1] Conversely the 6-keV x rays have energy deposition dominated more by the track ends approaching densities of \(n_0 = 2.5 \times 10^{20} \text{ cm}^{-3}\), where the simulations show that electrons and holes tend to remain paired and to be trapped on the same Ti\(^+\) site, entering promptly into monomolecular decay with the characteristic Ti\(^{++}\) lifetime. Our demonstration of the separation of geminate e-h pairs into independent carriers by differential diffusion provides a microscopic mechanism consistent with the finding by Setyawan et al that near equality of \(\mu_h\) and \(\mu_e\) correlates generally with better proportionality.[7] Payne et al [8] have shown quite generally that exciton formation from free carriers will be favored increasingly at higher excitation density, as carriers become more likely to be found within the Onsager capture radius of the opposite charge. However this should go on in every material to some degree, so it is not obvious what distinguishes the alkali halide scintillators as the only ones showing the strong depression of light yield at low dE/dx. The diffusion-based ripping apart of geminate pairs discussed here introduces unequal carrier mobilities as a determining factor for finding depressed light yield at low dE/dx, and this does correlate with the deep hole self-trapping that is known to occur in the alkali halides. We have run model simulations with intermediate values of hole mobility, evaluating carrier independence at different trap-out times. While there is no space to
present those results here, we note that there occurs a rather distinct threshold versus
decreasing $\mu_h/\mu_e$ leading to pair break-up for decreasing $dE/dx$, and the fraction achieving
independence depends on the trap-out time as well.

(d) The consideration of band carrier diffusion shows that light yield at the high-
$dE/dx$ end of the electron response curves becomes flatter if both $\mu_h$ and $\mu_e$ are large, and
light yield at the low-$dE/dx$ end becomes flatter if $\mu_h \approx \mu_e$ whatever their magnitude.
The lesson with regard to these considerations is that the most proportional scintillators
ought to have large and nearly equal electron and hole mobilities, as well as high light
yield of course. **k·p** theory associates larger mobilities with smaller band gaps, so we
should be led to look to smaller gaps for improved proportionality. For the best
proportionality, this points full-circle back to the semiconductor detectors, thus to
consideration of semiconductor scintillators in the broad sense. Luryi et al have
discussed the prospects for semiconductor scintillators, including both advantages and
semiconductor scintillator, radiation will effectively produce minority carriers against the
large background of extrinsic majority carriers, so Auger recombination, while large, will
be linear in the minority carrier concentration and so should not contribute to
nonproportionality. The present work shows in addition that even in intrinsic
semiconductors if the mobilities are high, Auger recombination is reduced to negligible
or small levels by the rapid dilution of carrier density in the track due to diffusion. In
summary, the present work points to additional reasons based on carrier diffusion that
should render semiconductor scintillators highly proportional if the other issues of light
extraction and light yield such as discussed by Luryi et al [9-12] can be worked out. In
any case, the traditional wide-gap scintillators represent the material class that $k \cdot p$ theory predicts should have some of the poorest mobilities, including the tendency toward self-trapping that comes with flat, narrow bands. Renewed effort at measuring mobilities in candidate materials and orienting searches toward narrower gaps and higher mobilities seems warranted in the quest for better proportionality.
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ABSTRACT

Electron-hole pairs created by the passage of a high-energy electron in a scintillator radiation detector find themselves in a very high radial concentration gradient of the primary electron track. Since nonlinear quenching that is generally regarded to be at the root of nonproportional response depends on the 4th or 6th power of the track radius in a cylindrical track model, radial diffusion of charge carriers and excitons on the ~ 10 picosecond duration typical of nonlinear quenching can compete with and thereby modify that quenching. We use a numerical model of transport and nonlinear quenching to examine trends affecting local light yield versus excitation density as a function of charge carrier and exciton diffusion coefficients. Four trends are found: (1) nonlinear quenching associated with the universal “roll-off” of local light yield vs dE/dx is a function of the lesser of mobilities $\mu_e$ and $\mu_h$ or of $D_{EXC}$ as appropriate, spanning a broad range of scintillators and semiconductor detectors; (2) when $\mu_e \approx \mu_h$, excitons dominate free carriers in transport, the corresponding reduction of scattering by charged defects and optical phonons increases diffusion out of the track in competition with nonlinear quenching, and a rise in proportionality is expected; (3) when $\mu_h \ll \mu_e$ as in halide scintillators with hole self-trapping, the branching between free carriers and excitons varies strongly along the track, leading to a “hump” in local light yield versus dE/dx; (4) anisotropic mobility can promote charge separation along orthogonal axes and leads to a characteristic shift of the “hump” in halide local light yield. Trends 1 & 2 have been combined in a quantitative model of nonlinear local light yield which is predictive of empirical nonproportionality for a wide range of oxide and semiconductor radiation
detector materials where band mass or mobility data are the determinative material parameters.
1. Introduction

Proportionality between scintillator light yield and incident gamma-ray energy is a prerequisite for achieving the best energy resolution consistent with counting statistics in a radiation detector.\textsuperscript{1-5} Although it has been known for about 50 years that scintillator materials have an intrinsic nonproportionality of response,\textsuperscript{6-10} efforts to understand the physical basis of nonproportionality in order to more efficiently discover and engineer materials with better gamma resolution have intensified in the last decade or so.\textsuperscript{11-18} The motivation comes in part from the need for highly discriminating nuclear material monitoring and some types of security scanning, but improved resolution can also benefit medical molecular imaging and particle physics experiments.

It would be very useful if one or more material “design rules” for proportionality could be found. What we mean by a material design rule in this context is a predictive relationship between one independently measurable material parameter and a trend of response affecting nonproportionality, valid across a broad range of radiation detector materials. Such predictive trends or rules would be useful of themselves, but more so because their existence would suggest simple underlying physical mechanisms that can be tweaked and engineered for improved detector resolution.

The sheer number of physical interactions interspersed between gamma-ray energy deposition and the detection of scintillator light pulses, as well as the number of variations of scintillator materials that one can introduce, may make the existence of one or more simple material design rules seem unlikely. In fact, the scintillator nonproportionality problem has seemed so far to be particularly resistive to defining a
single trend that follows from independently measured physical parameters. Payne et al\textsuperscript{11,18}, Jaffe\textsuperscript{19}, and Bizarri et al\textsuperscript{17}, among others, have fit empirical parameterized models to nonproportionality data for a wide range of materials. The data can be fit with a moderate number of empirically determined parameters. For example, Payne et al\textsuperscript{18} have fit electron yield data from the SLYNCI (Scintillator Light Yield Nonproportionality Characterization Instrument)\textsuperscript{20} experiment for 27 materials using two empirical fitting parameters: in their terms a Birks parameter characterizing how strong the 2\textsuperscript{nd} order dipole-dipole quenching term is, and a branching fraction $\eta_{e/h}$ of initial electron-hole excitations into independent carriers rather than excitons. What is missing so far is the ability to define or calculate those fitting parameters on the basis of independently measureable properties of the material. Bizarri et al\textsuperscript{17} chose fitting parameters to be identified with a series of radiative and nonradiative rate constants and branching ratios, but the number of such rate and branching parameters is large and so far the independent measurements of them do not exist in a sufficiently broad material set to allow a good test. Gao et al\textsuperscript{21} and Kerisit et al\textsuperscript{22,23} have performed Monte Carlo simulations starting from the energy deposition processes. While important to ultimately achieving simulation of the precise light pulse in a given material, the results have not yet been extended to processes such as thermalized band transport of carriers on the $\sim 10$ ps time scale that we will show are important with respect to nonlinear quenching.

In 2009, we began looking at the effect that electron and hole diffusion occurring in thermal equilibrium within the extreme radial concentration gradient of high-energy electron tracks may have upon nonlinear quenching and the branching from electron-hole pairs to independent carriers.\textsuperscript{24-26} Our interest was provoked partly by the anticipated
extreme sensitivity of high-order nonlinear quenching to small changes in the track radius given an initial deposited local carrier concentration on-axis. Since the carrier density is inversely proportional to the square of the track radius, second-order dipole-dipole quenching and third-order Auger quenching depend on the inverse 4th and 6th power, respectively, of a cylindrical track radius expanding by diffusion. Even modest diffusion can have controlling influence on nonlinear quenching in such a case, and the extreme concentration gradient promotes substantial diffusion effects even on the ~ 10 ps time scale on which nonlinear quenching typically occurs. The carrier mobilities therefore become candidates for physical material parameters that can control nonlinear quenching and through it, nonproportionality.

In section 3 of this paper, we will present results of a numerical model showing how the quenching rates and quenched fractions depend on the carrier mobilities and exciton diffusion coefficient as well as upon excitation density (dE/dx) along the track. It should be noted that carrier mobility is not a single parameter of the material. Electrons and holes have independent carrier mobilities. We will see that the lesser of the two mobilities is an important parameter, as is their ratio. In addition, many important scintillators are anisotropic crystals, so we consider effects of anisotropies in the carrier mobilities.

However, a practical problem for testing the predictions of our diffusion and quenching model against experiment is the scarcity of carrier mobility measurements among scintillators. Scintillators are, as a class, mostly insulators. This situation has arisen as a result of wanting transparency to visible and near-ultraviolet activator emissions, and furthermore selecting large enough host band gap to avoid ionization of
activator-trapped charges to either band edge. Although not impossible, the measurement of mobilities in insulators is challenging, particularly because of the typical lack of ohmic contacts, and so has been performed only in a few inorganic scintillators -- notably the alkali halides\textsuperscript{28} including CsI\textsuperscript{29} and NaI.\textsuperscript{30} In contrast, good mobility data exist for the charge-collecting solid-state radiation detectors such as high-purity germanium (HPGe).\textsuperscript{31} Therefore in Refs.\textsuperscript{24-26} we used the known mobility data for CsI and Ge with measured rate constants for dipole-dipole\textsuperscript{25-27} and Auger recombination\textsuperscript{32} to compare our model simulation of nonlinear quenching and its dependence on excitation density ($dE/dx$) in these two paradigms of radiation detectors. The agreement of the model simulation with experiment was very good. The model predicts that carrier diffusion is confined tightly near the track end in CsI:Tl, causing a nonlinear quenched fraction of ~ 60% simulated near the track end. This can be compared with the results of K-dip spectroscopy on the similar scintillator NaI:Tl\textsuperscript{33}, which shows ~52% quenched at the track-end (~50 eV). In sharp contrast, the high mobilities of both carriers in HPGe resulted in fast diffusion out of the track core, diluting the carrier density to a level that terminated Auger decay within 2 femtoseconds\textsuperscript{24-26}, rendering nonlinear quenching irrelevant for HPGe. This is in agreement with the excellent resolution of HPGe. Within this set of two materials representing nearly opposite extremes of carrier mobility, the modeled effect of diffusion on nonlinear quenching (~ nonproportionality) was both physically justified and predictive of experiment.

The group of Setyawan, Gaume, Feigelson, and Curtarolo has investigated the link between carrier mobility (actually band effective masses) and nonproportionality concurrently with our modeling studies.\textsuperscript{34} Also faced with the scarcity of measured
mobilities or effective masses for most scintillators, they took the course of calculating electronic band structure for a wide range of scintillators in order to deduce effective masses from the band curvatures. They extracted experimental measures of nonproportionality from the literature and plotted the parameters versus the ratio $m_h/m_e$ of the calculated (average) band masses for each material. Excluding most halide materials and also ZnSe:Te, the rest of the (largely oxide and two tri-halide) scintillators were found to fall on an empirical trend line in Ref. 34. A reason for the group of some halides and ZnSe to fall well off the primary trend line was suggested generally in terms of a classification of “excitonic” versus “non-excitonic” materials. They characterized the alkali halides as being excitonic, although Dietrich, Purdy, Murray, and Williams\textsuperscript{35} have shown that in NaI:Tl and KI:Tl the majority of scintillation light comes from recombination of independent electrons and holes trapped as Tl\textsuperscript{0} and Tl\textsuperscript{++} respectively, changing what had been earlier assumed in the model of Murray and Meyer.\textsuperscript{9} Setyawan et al characterized most oxides including YAP (YAlO\textsubscript{3}, yttrium aluminum perovskite) as transporting energy mainly by free carriers. With the halide and selenide exceptions noted, Setyawan et al found a significant degree of correlation between nonproportionality and the single parameter $m_h/m_e$ coming from calculated band structure.\textsuperscript{34} In particular, the materials typified by YAP and YAG (Y\textsubscript{3}Al\textsubscript{5}O\textsubscript{12}, yttrium aluminum garnet), with $m_h/m_e \approx 1$, peaked up sharply in proportionality compared to the other oxides. Setyawan et al discussed possible reasons for a correlation between nonproportionality and $m_h/m_e$ related to separation of charge carriers with different effective masses, but did not offer a quantitative model.
In the remainder of this paper, we will demonstrate the numerical model basis for trends in scintillator response depending on carrier mobilities. These will include the primary correlation of nonlinear quenching (specifically the amount of yield roll-off versus dE/dx) with the lesser of hole and electron mobility in a panoramic view. A basis for improved proportionality when $\mu_h = \mu_e$ will be described with the help of numerical simulations. We will also present the model basis for finding that the alkali halides have such a uniquely small value of the mobility ratio $\mu_h/\mu_e$, that the “hump” in electron yield occurs, and furthermore that it should improve the proportionality over what it would be without considering the light yield from independent carriers. Reasons for expecting hole self-trapping to occur generally in the class of halide scintillators and to lead to effects similar to alkali halides in the class as a whole will be discussed. Our recent work on modeling the anisotropy of mobilities in scintillators will be discussed. Within the class of halide scintillators, the materials with isotropic band masses empirically have the poorest proportionality while the anisotropic materials have better proportionality, becoming quite good in many of them such as SrI$_2$:Eu, LaBr$_3$:Ce, LaCl$_3$:Ce, KLC:Ce (K$_2$LaCl$_5$:Ce). The model suggests a reason. Finally, we will present a quantitative physical model of nonlinear local light yield which is predictive of empirical proportionality for a wide range of oxide and semiconductor radiation detector materials where band mass or mobility data are the determinative material parameters.

2. Modeling Method

We use time-step finite-element analysis to solve for the diffusion and drift currents, electric field, and local carrier density in the vicinity around the initial
cylindrical distribution of carriers with a radius of about 3 nm produced by the incident electron.\textsuperscript{24-26} (Varying the initial radius from 2 to 5 nm had little effect.) The longitudinal dependence is neglected since the characteristic value for the electron track length is generally hundreds of micrometers; while the radial dimension is described in nanometers. The problem can therefore be solved in a cross-section of the track. We evaluate different longitudinal positions along the track by changing the initial carrier density (proportional to $dE/dx$). The equations used are

$$\vec{J}_e(\vec{r},t) = -D_e \nabla n_e(\vec{r},t) - \mu_e n_e(\vec{r},t) \vec{E}(\vec{r},t)$$ \hspace{1cm} (1)

$$\frac{\partial n_e(\vec{r},t)}{\partial t} = -\nabla \cdot \vec{J}_e(\vec{r},t)$$ \hspace{1cm} (2)

for electrons and an equivalent set of equations for holes, $\vec{J}_e$ is the electron number current density (electrons/cm$^2$s), $n_e$ is the electron density (electrons/cm$^3$), $\vec{E}$ is the electric field. In our earlier simulations with isotropic mobilities\textsuperscript{24-26}, the electric field could be evaluated from Gauss’s law. To handle anisotropic transport in this study, we use the Poisson equation

$$\nabla^2 \phi = -\frac{\rho(\vec{r},t)}{\varepsilon \varepsilon_0}$$ \hspace{1cm} (3)

A fast Poisson solving algorithm is introduced to calculate the potential and electric field at each time step and cell position, where $\rho(\vec{r},t) = e[n_h(\vec{r},t) - n_e(\vec{r},t)]$. The Einstein relation $D = \mu k_B T/e$ gives the diffusion coefficients for electrons and holes in terms of their mobilities $\mu_e$ and $\mu_h$. The static dielectric constant $\varepsilon$ is used in the Poisson equation.
If the carriers are paired as excitons at concentration $n_{ex}$, the bimolecular quenching rate due to dipole-dipole Förster transfer can be included in the simulation through the equation.

\[
\frac{\partial n_{ex}(\vec{r},t)}{\partial t} = -k_2(t)n_{ex}^2(\vec{r},t)
\]  

(4)

where $k_2(t)$ is the bimolecular quenching rate parameter

\[
k_2(t) = \frac{2}{3} \frac{R_{dd}^3}{\pi^2} \frac{1}{\tau_R \sqrt{t}}
\]  

(5)

$\tau_R$ is the radiative lifetime of the excited state and $R_{dd}$ is the Förster transfer radius depending on the overlap of emission and absorption bands$^{36-38}$. The fraction of quenched carriers ($QF$) at time $\tau$ after excitation is evaluated by

\[
QF = \frac{\int_V \int_0^\tau k_2(t)n_{ex}^2(\vec{r},t)dtdadz}{\int_V n(\vec{r},0)dadz}
\]  

(6)

In the very high radial concentration gradient of the track, different diffusion rates of electrons and holes can control whether carriers pair as excitons or become independent. The average displacement of an electron at position $\vec{r}$ and time $\tau$ can be evaluated within the diffusion model as

\[
\vec{d}_e(\vec{r},t) = \int_0^\tau \frac{\vec{J}_e(\vec{r},t)}{n_e(\vec{r},t)} dt
\]  

(7)

and similarly for holes. We will write the average relative displacement of electrons from holes at a given position and time $\tau$ as $\Delta d = |\vec{d}_e - \vec{d}_h|$. In the case of an activated scintillator, taking CsI:Tl for example, an important question is whether carriers become separated and trap on different Tl$^+$ producing Tl$^0$ and Tl$^{++}$, or whether they remain
geminate and trap together as Tl$^{+*}$. The time of interrogation $\tau$ should in this case be the average trapping time. The independent fraction ($IF$) is hence evaluated as

$$IF = \int_{V} n(\vec{r}, \tau) \times \min\left(1, \frac{\Delta d}{s}\right) d\vec{z}$$

where $s$ is the average spacing between two nearest activators.

Separated and paired charges are subject to different dominant quenching processes, taken as 1$^{st}$ and 2$^{nd}$ order in excitation density, respectively, for the following reasons. The thermalized transport on which this model is based is not primarily the slow hopping transport of activator-trapped and self-trapped carriers during the several microseconds duration of a typical scintillator light output pulse in activated alkali halides. Rather, it is the fast thermalized band transport on the ~10 picosecond time scale of nonlinear quenching. The ~10 ps time scale of dipole-dipole STE quenching was measured at $2 \times 10^{20}$ e-h/cm$^3$ excitation density in CsI.$^{25,27}$ Were it not for fast transport out of the track,$^{24-26}$ a similar time scale would apply for nonlinear quenching in Ge due to its measured Auger rate constant $\gamma = 1.1 \times 10^{-31}$ cm$^6$/s.$^{32}$ As illustrated in our modeled comparison of CsI and Ge, when diffusion of thermalized carriers can significantly dilute the carrier concentration within the track core within ~10 ps, the nonlinear quenching is curtailed.

In CsI:Tl, for example, independent trapped charges undergo de-trapping and re-trapping processes until they recombine as Tl$^{+*}$ in order to yield luminescence. This is a different recombination path with different time dependence and perils for quenching or deep-trapping than in the alternate path taken by electron and hole initially trapped as a pair on the same thallium. The longer the path over which hopping migration of
independent charges must occur, the greater is the chance that one or both will encounter a trap that removes them from the light-emission process during the scintillation gate width. We incorporate this trapping hazard for migrating free carriers in the model as a linear quenching fraction $k_1$ that multiplies the independent carrier fraction $IF$ to give the “Independent Nonradiative Fraction,” $INF$:

$$INF = IF \times k_1$$

(9)

Since $k_1$ was assumed proportional to the migration path between charge-trapping activators, we should expect it to be proportional to [activator concentration]$^{-1/3}$. However, the independent fraction $IF$ itself as defined in Eq. (8) depends inversely on the activator spacing $s$, and is thus proportional to [activator concentration]$^{+1/3}$. Thus to lowest order, $INF$ is independent of activator concentration. However, the dependence on $\min(1,\Delta d/s)$ in Eq. (8) leads to moderate dependence on activator concentration at high concentration. We will extend this definition of $INF$ to other activated scintillators in the model to be discussed.

In the context of this model, we define “simulated local light yield” ($SLLY$) as follows:

$$SLLY(normalized) = (1-QF)(1-INF)$$

(10)

It predicts an upper limit of the local light yield as a function of initial carrier concentration. The most complete set of material parameters is available for CsI:Tl. The electron mobility in pure CsI has been measured as $\mu_e = 8 \text{ cm}^2/\text{Vs}$ at room temperature. The static dielectric constant of CsI is 5.65. The trapping time of electrons on Tl$^+$ in CsI was measured as 6 ps. The bimolecular quenching rate in CsI has been measured as $k_2(t)\sqrt{t} = 2.4 \times 10^{-15} \text{ cm}^3 \text{s}^{-1/2}$. Due to the previously mentioned lack of mobility data
generally in other scintillators, we will in some cases scale mobility values from calculated band masses, and set missing parameters equal to the CsI values for all materials when attempting to illustrate trends versus mobility alone.

3. Material trends affecting nonproportionality based on the transport/quenching model

3.1 Nonlinear dipole-dipole and Auger quenching dependent on \( \min(\mu_h, \mu_e) \)

Nonlinear quenching processes such as 2\(^{\text{nd}}\)-order dipole-dipole transfer and 3\(^{\text{rd}}\)-order Auger recombination are widely regarded to be a root cause of nonproportionality. Therefore we plot in Fig. 1 the simulations of \([1-QF(10 \text{ ps}, n_0, \mu)]\), the normalized fraction of electron-hole pairs surviving 2\(^{\text{nd}}\) order quenching in CsI as of 10 ps. The time of evaluation was chosen because time-resolved measurements on CsI\(^{25,27}\) showed that the main part of nonlinear quenching is complete in \( \sim 10 \) ps. The same measurements have supplied the 2\(^{\text{nd}}\)-order dipole-dipole rate constant used in these simulations.\(^{27}\) The curves are plotted versus the local excitation density on axis, \( n_0 \), and each curve is for a different value of carrier mobility, assumed for this plot to be equal for the electron and hole \( \mu = \mu_e = \mu_h \). The curves in Fig. 1 roll off toward high \( n_0 \) (or \( dE/dx \)) in a way very suggestive of the roll-off of electron yield curves\(^{5,18,33}\) toward low electron energy. While these simulations are not actually electron light yield curves, they express the fundamental cause and generally the magnitude of the roll-off of light yield due to nonlinear quenching from which the main part of nonproportionality is thought to come. In the terminology used by Payne et al,\(^{11,18}\) these curves are expressing the Birks term of exciton-exciton nonlinear quenching. The effect of carrier mobility within the quenching & transport model described above is very clear in Fig. 1. The underlying cause is simply
that highly mobile carriers can diffuse far enough in the typical 10 ps duration of nonlinear dipole-dipole quenching, that the resulting dilution of carrier density limits the quenching.

![Graph showing probability of survival against 2nd order quenching evaluated at 10 ps](image)

**Fig. 1** Probability of survival against 2nd order quenching evaluated at 10 ps, plotted as a function of on-axis excitation density in an electron track deposited in materials having the electron and hole mobilities listed in the legend, in order of the curves from top to bottom. The dipole-dipole quenching rate parameter $k_d(t)$ was held at the value measured in CsI.25,27

In Fig. 2, we plot values of $(1-QF)$ evaluated at an initial on-axis density of $1 \times 10^{20}$ e-h/cm$^3$, as a function of carrier mobility (and diffusion coefficient, top) on a logarithmic scale from $\mu = 10^{-4}$ to $10^{+4}$ cm$^2$/Vs. Two schemes for handling electron and hole mobility together are compared. In the red continuous curve, $\mu_e = \mu_h$, with $\mu_h$ the plotted parameter. In the black broken curve, $\mu_e$ is held constant at the measured value of 8 cm$^2$/Vs for CsI,29 and $\mu_h$ is the plotted parameter. The form of the curve is a high flat plateau for high mobility, a low flat plateau at value $(1-QF_{max})$ for low mobility, and a transition between them where the entire dependence of nonlinear quenching on $\min(\mu_h, \mu_e)$ occurs. The origin of the high plateau is that the mobility is high enough so that carriers escape the dense track before any significant nonlinear quenching can occur.
Semiconductor detectors such as HPGe ($\mu_e = 36,000$, $\mu_h = 42,000$ cm$^2$/Vs),\textsuperscript{16} CZT (CdZnTe, $\mu_e \approx 1120$, $\mu_h \approx 45$ cm$^2$/Vs),\textsuperscript{41} and CdTe ($\mu_e \approx 945$, $\mu_h \approx 45$ cm$^2$/Vs)\textsuperscript{41} are on the high plateau. Notice that the dashed curve taking $\mu_e$ fixed at 8 cm$^2$/Vs does not approach 1 at high $\mu_h$. This is simply because the modest electron mobility is constraining ambipolar diffusion out of the nonlinear quenching zone when $\mu_h > \mu_e$. The low plateau corresponds to mobilities so low that diffusion cannot compete with quenching, so nonlinear quenching occurs to the maximum extent $QF_{\text{max}}$.

**Fig. 2** Survival against 2nd order quenching evaluated at 10 ps for on-axis excitation density of $1 \times 10^{20}$ e-h/cm$^3$, plotted as a function of hole mobility (bottom) and corresponding diffusion coefficient (top) over 8 decades. The solid curve varies the electron and hole mobility together ($\mu_e = \mu_h$), while the dashed curve keeps electron mobility constant at the value measured in CsI. Five representative radiation detector materials are indicated at their respective hole mobilities, as measured in HPGe\textsuperscript{31} and CdTe\textsuperscript{41}, as deduced from measured self-trapped hole (STH) jump rate\textsuperscript{22,42,43} at room temperature in CsI, and estimated from calculated effective band masses\textsuperscript{34} in YAP and LSO. An additional marker (CsI STE) indicating the approximate diffusion coefficient of self-trapped excitons at room temperature is also shown.

The self-trapped hole mobility in CsI at room temperature ($\mu_{\text{STH}} = 1.0 \times 10^{-4}$ cm$^2$/Vs) places it on the low plateau. A self-trapped exciton diffusion coefficient $D_{\text{STE}}$ can be deduced from the estimated STE jump rate in CsI\textsuperscript{22}, as discussed in footnote 44. The value $D_{\text{STE}} \approx 2.7 \times 10^{-3}$ cm$^2$/s falls near the onset of the low plateau. In either case,
the low plateau appears to be where CsI belongs if we consider only the part of its light yield subject to nonlinear dipole-dipole quenching. This seems in disagreement with the data since CsI:Tl does not have worse proportionality than LSO:Ce, for example. But please note that we have so far looked at only the first of the trends, depending on the ability of the least mobile carrier to diffuse out of the nonlinear quenching zone. We shall see when discussing the third trend (Section 3.3), that independent carriers are responsible for a significant part of the light yield in CsI:Tl. Splitting geminate pairs into independent carriers because of different electron and hole diffusion rates is a second route protecting them from fast dipole-dipole quenching, and this will be shown to produce a “hump” in local light yield versus $dE/dx$. As a result, the nonlinear quenching (hence nonproportionality) is not as severe for CsI as the single trend in Fig. 2 seems to predict.

Looking at the mobility values constituting the low plateau in Fig. 2, it can be appreciated that only in cases of carrier self-trapping or deep defect trapping will such low mobilities be encountered. Mobilities corresponding to typical band masses, even heavy band masses, fall generally within the transition range of Fig. 2, as exemplified by YAP and LSO. The transition range corresponds to mobilities for which the time to diffuse out of the track is of the same order as the time for nonlinear quenching, so the two are in competition as channels to reduce the excited state concentration. The nonlinear quenching channel destroys excited states, whereas the diffusion channel merely dilutes them, preserving potential light yield.

Nonlinear yield ($1-QF$), and therefore nonproportionality, is a function of mobility in the transition range around $\mu_h \approx 1 \text{ cm}^2/\text{Vs}$ corresponding to $D \approx 0.025 \text{ cm}^2/\text{s}$. 
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By its nature, superlinear decay proceeds rapidly at first but also diminishes rapidly as the population depletes. As noted earlier, the duration of the majority of dipole-dipole quenching in CsI is about 10 ps. We take that as the typical time for nonlinear quenching, $\tau_{\text{quench}}$, for purposes of the general trend plot in Fig. 2. The initial track radius at the start of thermalized diffusion has been estimated as $r_0 = 3$ nm (in NaI) by Vasil’ev$^{17,36}$ and we have used it as the initial condition in our previous simulations.$^{24-26}$ These two values of $\tau_{\text{quench}}$ and $r_0$ fully determine the mobility range over which the transition between plateaus occurs, i.e. the range of dependence of the nonlinear yield $(1 - QF)$ on mobility or diffusion coefficient.

Upon finding the dependence of nonlinear quenching on carrier mobility exhibited in Figs. 1 and 2, we were at first hopeful that $\min(\mu_e, \mu_h)$ alone might account for the observed variations of nonproportionality. That general trend seems to be weakly manifested when we plot measures of nonproportionality simply versus band masses of the oxide and selenide materials using data from Setyawan et al.$^{34}$ But there is sharper detail of material-to-material nonproportionality occurring over smaller changes of $m_h$, $m_e$ than can be attributed purely to the broader trend in Fig. 2. However, recall that there are 3 more trends depending just on mobility parameters, and other possible material dependences besides. Based just on the magnitude of the mobility effect on nonlinear quenching, we conclude that the gradual trend exhibited in Fig. 2 is an important one applying to all radiation detector materials. It distinguishes the nonlinear response of high-mobility semiconductor detectors from that of mostly oxide scintillators near the middle transition range, and from the scintillators with deep self-trapped carriers (generally halides) at the left end. Fig. 2 expresses the basic background dependence of
nonlinear quenching on how fast ambipolar diffusion can dilute the track core, with the other trends contributing finer detail.

Another example is the pair of scintillators YAP and LSO indicated as lying near hole mobility of $\sim 1 \text{cm}^2/\text{Vs}$ in Fig. 2. This is the approximate value of hole mobility in these and the other oxide scintillators that we can estimate using the relaxation time approximation

$$\mu = \frac{e\tau_{sc}}{m}$$

with values of hole effective band mass $m_h^*$ from the electronic structure calculations of Setyawan et al$^{34}$. The scattering time $\tau_{sc} = 1.4 \times 10^{-15} \text{s}$ is set at the value deduced for CsI from its measured conduction electron mobility$^{29}$ and theoretical effective mass.$^{34}$ Even with hole band masses differing by a factor 1.9, YAP ($m_h^* = 1.941m_0$, $m_e^* = 2.335m_0$) and LSO (Lu$_2$SiO$_5$, $m_h^* = 3.603m_0$, $m_e^* = 0.545m_0$) appear on the “global view” 8-decade mobility scale of Fig. 2 to be at almost the same mobility roughly in the middle of the transition range. But they have quite different proportionality. Setyawan et al listed parameters NP(10/662), representing ratios of light yield for 10 keV and 662 keV gamma rays, of 0.95 in YAP$^{45}$ and 0.62 in LSO,$^{46}$ for example. So is Fig. 2 irrelevant? No. We think it correctly predicts where most of the oxide materials (with mobilities proportional to band mass) lie in nonlinear quenching relative to the semiconductor detectors occupying the upper plateau, and relative to how bad CsI would be without trend #3. YAP has an exceptional degree of proportionality relative to its oxide group, which we will attribute in the next section to its having the mobility ratio $\mu_h/\mu_e$ uniquely close to 1 among current scintillators. This same conclusion was reached empirically by Setyawan
et al plotting $NP(10/662)$ against $m_h/m_e$. The next section presents a physical mechanism.

3.2 *Branching between excitons and independent carriers as a function of $\mu_h/\mu_e$*

In Section 2, we described the algorithm by which our model of transport in the track region evaluates which pairs will be separated by their different diffusion rates before trapping on activators as independent carriers, and which will remain paired as excitons transporting energy to the activators. Figure 3 plots the independent fraction, $IF$, of carrier pairs created at excitation density $n_0$ according to the model described in Section 2. It is applied to CsI:0.1%Tl, where all parameters are as measured for CsI except that the hole mobility is declared variable in order to generate the set of model curves plotted. The electron mobility is held constant at the CsI value of 8 cm$^2$/Vs. The hole mobility varies from $10^{-3}$ to $10^{+2}$ cm$^2$/Vs as plotted on the horizontal axis. The three figures (a-c) are evaluated at three different trapping times: 0.6 ps, 6 ps, and 60 ps. The characteristic time for trapping on the activator is important, because the longer the carriers migrate in the electrochemical potential gradient of the electron track, the more likely they are to become independent. We have experimentally measured 6 ps as the time for electrons to trap on Tl$^+$ producing Tl$^0$ in CsI at room temperature,\textsuperscript{40} so we direct attention to Fig. 3(b) evaluated at 6 ps.
**Fig. 3(a-c)** Fraction of carrier pairs driven to independent charge carrier status by different electron and hole diffusion rates in the track, evaluated at (a) 0.6 ps, (b) 6 ps, and (c) 60 ps. The curves are plotted versus hole/electron mobility ratios where electron mobility is held at the CsI value. In each frame, three curves are shown spanning three decades of increasing on-axis excitation density from top to bottom: $2.4 \times 10^{18}$, $2.4 \times 10^{19}$, and $2.4 \times 10^{20}$ e-h/cm$^3$.

The most obvious feature in Fig. 3 is the V-notch taking the independent carrier fraction, $IF$, to zero when electron and hole mobilities are equal. The fraction $IF$ plotted in Fig. 3 is the fraction of created e-h pairs that are driven to independence by the differential e/h diffusion rate in the unusually strong carrier concentration gradient represented by electron tracks. In order to illustrate this branching from paired to independent carrier status driven purely by differential e/h diffusion rates, we have neglected the Onsager radius criterion for branching.$^{11,47}$ To the extent that the Onsager criterion for carrier pairing retains importance in the face of gradient-driven e-h separation, the V-notch in Fig. 3 should approach a small finite value rather than zero if it were included. We will examine in a future publication the “pairing decision contour” in the presence of a strong e-h concentration gradient and show that it should have a substantially smaller radius than is traditionally determined by setting the e-h pair coulomb energy to $kT$. The electromotive force or gradient of the sum of pair coulomb potential and local chemical potential$^{48}$ dominates pairing stability in the presence of a large radial track gradient.

The fraction $IF$ corresponds in several ways to the parameter $\eta_{e/h}$ introduced by Payne et al.$^{18}$ as one of two fitting parameters they used to fit a broad range of electron yield curves. The parameter $\eta_{e/h}$ was defined as the fraction of initial excitations that are “born” as independent carriers. ($\eta_{e/h}$ is the same as $\eta_{EXC}$ introduced in the earlier Ref. 11.) In our view, the birth of carrier pairs in an environment such as an electron track should
include effects of a few picoseconds worth of diffusion in the extreme concentration gradient. With that proviso, our numerical model for $IF$ amounts in some ways to a microscopic material model for $\eta_{e/h}$. However, $IF$ and $\eta_{e/h}$ are not simply equivalent. In the Payne et al model, $\eta_{e/h}$ is the multiplier of a term that has variation along the track built in by the Onsager exponential term, which was taken as a fixed dependence for all materials.\(^\text{18}\) In the present model, the branching fraction $IF$ depends on excitation density and so varies along the track. It can be seen in Fig. 3 that the strong variation of $IF$ with $dE/dx$ (or $n_0$) occurs only for $\mu_h/\mu_e \ll 1$. We argue below that such small mobility ratios are encountered only (or mainly) in the case of self-trapped holes, which are found mainly in halides. For the majority of oxide scintillators, it is a pretty good approximation to regard $IF$ as a constant for the track, like $\eta_{e/h}$. But notice that it is a constant close to the value 1 in such cases, predicting mainly independent carrier status for most oxides in the environment of a radial track gradient. Summarizing for all materials, our numerical model predicts that except for the “notch” where $\mu_h/\mu_e \approx 1$ (as well as the left side of the plot with $\mu_h/\mu_e \ll 1$ and taking $n_0$ large), the independent carrier fraction $IF \approx \eta_{e/h}$ generally has a value near unity indicating that independent carriers dominate energy transport generally in the presence of a strong carrier gradient like the particle track! This is even true for alkali halides, consistent with the much earlier finding by Dietrich et al.\(^\text{35}\) in KI:Tl and NaI:Tl and more recently by Yakovlev et al\(^\text{49}\) and Williams et al\(^\text{40}\) showing the importance of Tl\(^0\) trapped electrons in excited CsI:Tl. The left side of Fig. 3, where $\mu_h/\mu_e \ll 1$ causing $IF$ to vary strongly along the track, accounts for the characteristic “hump” found in the electron yield curves of primarily halide scintillators, but that is the third trend, to be discussed in Section 3.3.
Focusing back on the notch seen in Fig. 3(b), our transport model in the track predicts that only for $\mu_h/\mu_e \approx 1$ will the fraction $IF \approx \eta_e/\hbar$ predict dominance of paired carriers (excitons) in energy transport. The finding of an empirical correlation between nonproportionality and the band mass ratio $m_h/m_e$ by Setyawan et al$^{34}$ coupled with the sharp V-notch of carrier pairing around $\mu_h/\mu_e = 1$ in Fig. 3, provokes us to look for a reason why exciton transport should give better proportionality than free carrier transport. The reason that we suggest is rooted in the transport & nonlinear quenching model outlined previously, including the first trend discussed in Section 3.1. In addition to what the band mass may predict about the mobility, the real mobility is strongly influenced by scattering, according to Eq. (11) introduced earlier. Independent charge carriers should have strong scattering cross-sections with charged defects$^{30}$ and with optical phonons$^{28,51}$, whereas neutral excitons may be expected to have smaller scattering cross sections with both$^{52}$. As a hypothesis based on the importance of long-range coulomb scattering, we propose that the diffusion coefficient for energy transport out of the dense nonlinear quenching zone of the track rises when the carriers are excitons rather than free charge carriers. This would move a material with exciton transport in the track environment to the right and upward on the nonlinear quenching trend plotted in Fig. 2, as suggested for YAP by the dashed upward arrow pointing to an exciton diffusion coefficient larger than its carrier mobilities would suggest. Other than YAP, with $m_e/m_h = 1.20$, there are no other scintillators for which band structures have yet been published showing $m_h/m_e \approx 1$. YAG, with a ratio $m_p/m_e = 1.81$, is the closest case among oxides, and it’s relatively good proportionality does support the hypothesis. LaBr$_3$, LaCl$_3$ will be discussed separately along with other halides subject to hole self-trapping. It is hard to perform a statistical
test of this trend with so few available examples. But YAP has always seemed 
exceptional in exhibiting significantly better proportionality than neighboring scintillator 
hosts with similar structure and chemistry. The fact that it has a nearly unique mobility 
ratio $\mu_h/\mu_e \approx 1$ and that there is a physical hypothesis relating this to the transport rate out 
of the track supports its exceptional proportionality. The rarity of examples like YAP 
supports our conclusion above, that in the special track environment of a scintillator in 
use, free carriers usually dominate the energy transport. Excitons get ripped apart in the 
electrochemical gradient of the track unless the material falls in the V-notch (Fig. 3) of 
$\mu_h/\mu_e \approx 1$.

It was pointed out earlier that our model as presented here ignores the Onsager 
radius criterion$^{11,47}$ for determining whether carriers form excitons or not. That is why 
the independent carrier fraction in Fig. 3 goes all the way to zero when $\mu_h/\mu_e = 1$. The 
Onsager radius is found by equating the exciton coulomb binding energy to $kT$. If an 
electron is placed close to that radius relative to a hole and given a significant time to 
statistically explore the area without additional influences, it should eventually settle 
toward the hole. But in an electron track it does not have that quiet time to make the 
decision. The electron and hole are on a steep concentration gradient introducing an 
electrochemical potential gradient.$^{48}$ The transport-governed statistical constraints on 
motion of the carriers outweighs the Coulomb potential over a considerable fraction of 
the volume within the conventional Onsager sphere, and will win in that volume fraction.

We have modeled the random walk of an electron and hole in a radial electrochemical 
potential gradient representative of a track. The decision radius $r_d$ for stability of the 
electron-hole pair becomes quite small in the range of $n_0 \approx 4 \times 10^{19}$ e-h/cm$^3$. The volume
of the decision sphere for survival of a geminate pair is proportional to $r_d^3$. Details of this simulation will be described in a future publication.

### 3.3 Variation of carrier independence along the track when $\mu_h/\mu_e << 1$, leading to the “hump” for halides

Please focus again on Fig. 3, this time at the left side for mobility ratios $\mu_h/\mu_e << 1$. Since the ratio of band masses $m_h/m_e$ compiled by Setyawan et al\(^{34}\) falls generally within one decade, it may be asked whether factors $\mu_h/\mu_e << 1$ are even relevant to experiment. The answer is yes, when self-trapping or small polaron effects come into play.

The one material class in which deep self-trapping of holes is well documented and almost universal is the alkali halides, and then as a further generalization, we may suppose it is similar for most metal halides. The reason for the generalization is fundamentally the highly reactive nature of a halide ion with a photogenerated hole in its valence shell, coupled with the tendency of the halide ions to be packed close to other halide neighbors ready for dimerization, due to the fact that the halide is often the largest-radius component of its highly ionic lattice.\(^{52}\) Setyawan et al found that the halides formed a separate cluster off their main trend line of nonproportionality versus band mass ratio, where the trend line versus $m_h/m_e$ was deduced primarily for the oxides. The lanthanum tri-halides fell close to their trend line because the electron mass is unusually large in those, rendering the mass ratio close to unity. But if the hole self-traps in the lanthanum tri-halides, the actual mobility ratio will be much different from the band mass ratio. More detailed study of hole self-trapping is needed for many of the halide scintillators. Fortunately, self-trapped holes have been thoroughly studied in the alkali
halides, so we concentrate on alkali halides and specifically CsI in model simulations to illustrate trend #3.

In the plots of Fig. 3, the appropriate carrier mobility ratio for CsI is $\mu_{STH}/\mu_e = 1.2 \times 10^{-5}$, using the self-trapped hole mobility rather than the hole band mobility. Taking $\mu_{STH} = 1.0 \times 10^{-4}$ cm$^2$/Vs for CsI, it can be seen from Fig. 3(b) that the independent carrier fraction $IF$ depends strongly on excitation density, represented equivalently by $n_0$ or $dE/dx$. Therefore at the left side of Fig. 3(b), where $\mu_{STH}/\mu_e \ll 1$, the independent carrier fraction changes strongly along the primary electron track. The same point is illustrated in another plotting format in Fig. 4 showing $IF$ as a function of $n_0$ for the fixed CsI mobility values. As discussed previously in Refs. 24-26, the reason for this behavior is the drift term in the diffusion-drift equation for current. The drift term is quadratic in $n_0$ whereas the diffusion term is linear, so drift keeps electrons and holes confined together at high $n_0$ excitation densities.

![Fig. 4](image.png)

**Fig. 4** Carrier fraction driven to independence by differential e/h diffusion rates, plotted versus on-axis excitation density $n_0$. Since $n_0$ is proportional to $dE/dx$, this suggests how $IF$ should vary along the length of a track for different mobility ratios. Curves are plotted for different $\mu_h$ as shown in the legend, holding $\mu_e$ constant at the measured CsI value.
To relate the independent carrier fraction to quenching and light yield, we hypothesized in Section 2 that after being independently trapped on different activators (or defects), the carriers hop thermally back toward recombination and during that time are exposed to the hazard of being linearly quenched on deep traps or nonradiative recombination centers. We have represented this linear quenching process in the model by defining the Independent Nonradiative Fraction, \( INF \), as the product of a linear trap quenching factor \( k_1 \) times the Independent Fraction, as given previously in Eq. (9). Then \( (1-INF) \) is the normalized probability of surviving the linear trap quenching hazard after carriers become independent. We do not yet have all the information necessary to calculate \( k_1 \) from material parameters (requiring knowledge of defects and their cross sections). However, the values of \( k_1 \) and of \( k_2 \) (nonlinear dipole-dipole quenching) are constrained together by an upper bound. That upper bound is imposed by the total light yield of the crystal expressed in terms of excitation number \( E/\beta E_{gap} \), where \( \beta \) is a constant of typical value 2.8. In CsI, \( k_2 \) has been measured experimentally,\(^{25,27} \) so the yield constraint is fully on \( k_1 \). In a crystal like SrI\(_2\) which already has a light yield close to the theoretical limit,\(^{15} \) the constraint on \( k_1 \) and \( k_2 \) is tight. This is in effect a second reason, beyond counting statistics, why very high light yield should imply good proportionality.

In Fig 5, we plot probability of surviving 2\(^{nd}\) order quenching, \([1-QF(n_0)]\) and probability of surviving independence and linear quenching, \([1-INF(n_0)]\), for CsI:0.1\%Tl at 10 ps with fixed electron mobility of 8 cm\(^2\)/Vs and a range of assumed hole mobilities as shown. Increasing hole mobility corresponds to the \([1-QF]\) curves from bottom to top. Increasing hole mobility corresponds generally to the \([1-INF]\) curves ordered top to bottom except near \( \mu_h \equiv \mu_e \).
In Fig. 6, we plot the product \([1\text{-INF}][1\text{-QF}]\) to represent the approximate combined probability of an excitation surviving both nonlinear dipole-dipole quenching and conversion to independent carriers with exposure to linear quenching.

Within a multiplicative constant, the rate of survival against these two quenching hazards should approximate the rate of light emission at the specified excitation density. (We will justify this approximation in Section 3.5.) So Fig. 6 represents simulated local light yield (\(SLLY\)) as a function of excitation density \(n_0\) (proportional to \(dE/dx\)). Although not an actual electron yield curve, the local light yield versus excitation density should have qualitative similarity to electron yield curves, and in fact the curve in Fig. 6 for the actual CsI hole mobility \(\mu_{\text{hST}} \approx 10^{-4} \text{ cm}^2/\text{Vs}\) bears considerable qualitative resemblance to the CsI experimental electron yield curve, complete with the characteristic hump.

**Fig. 5** The probability of surviving 2nd order quenching in 10 ps (\(1\text{-QF}\)) and the probability of surviving the independent carrier route with linear quenching (\(1\text{-INF}\)) are plotted versus on-axis excitation density. The listed hole mobilities increase from bottom to top for (\(1\text{-QF}\)) curves and in a more complicated fashion depending on \(\mu_{\text{h}}/\mu_{\text{e}}\) but roughly top to bottom for (\(1\text{-INF}\)).
Fig. 6 The product of the two curves in Fig. 5, \((1-QF)(1-INF)\) is plotted for each hole mobility listed, while keeping \(\mu_e\) at the CsI value. Increasing \(\mu_h\) corresponds monotonically to increasing height of the “hump” in this simulated local light yield versus on-axis excitation density (proportional to \(dE/dx\)).

Notice from Fig. 6 that the hump becomes most pronounced when the hole/electron mobility ratio is very small, as is realized only with deep hole self-trapping found in the alkali halides. More shallow hole self-trapping would lead to the shallower humps shown. The peak of the hump is marked with dots in Fig.6. Notice that changing \(\mu_h/\mu_e\) scales the height of the hump, but the lateral shift of the \(n_0\) value at which the peak of the hump occurs does not have a monotonic dependence on hole mobility.

The effect of the hump on nonproportionality would reasonably come from how it changes the slope of light yield vs \(dE/dx\) at values of \(dE/dx\) that matter most. The meaning of the latter qualification is that in scintillators (like the oxides) for which there is no hump, the entire light yield curve is monotonically decreasing with \(dE/dx\), like the \((1-QF)\) curves in Fig. 1, or like the experimental electron yield curves for oxides. Then the only region of the local yield curve approaching zero slope is the very low excitation density near \(10^{18}\) e-h/cm\(^3\). Vasil’ev has shown that particularly in the high energy (low
part of the trajectory, the energy deposition is clumpy, producing clusters of roughly 3 to 7 electron-hole pairs at each event.\textsuperscript{53,17} Gao et al find a similar phenomenon of clumpy energy deposition in Monte Carlo simulations.\textsuperscript{21} It is only closer to the mid-range and track end that these clusters begin to overlap to such an extent that the cylindrical or uniform track model becomes truly valid. This means that there may not be so many carriers actually characterized by a local density as low as $10^{18}$ e-h/cm$^3$. If so, then by moving the zero-slope region of the local light yield curve squarely into the mid-range of excitation densities, the “hump” could indeed make a significant improvement in proportionality. Payne et al\textsuperscript{11} previously made a similar suggestion about how the hump can empirically flatten the electron yield curve over part of its range. A particularly large hump as in the alkali halides will impose a proportionality cost of slope on the way up and on the way down. Therefore as a qualitative goal, a modest hump that puts the flat slope in a good place without introducing big slopes up and down would be ideal in this regard. Something like this might be at work in SrI$_2$, which we consider in detail under the fourth trend in Section 3.4. There we consider the trend that anisotropy of mobility can move the hump laterally along the $dE/dx$ axis.

### 3.4 Trend produced by anisotropy of mobilities

The alkali halide scintillators CsI and NaI, the alkaline earth fluorides BaF$_2$ and CaF$_2$, the garnets YAG and LUAG, and BGO have cubic crystal structure and therefore isotropic mobilities. The majority of other scintillators, especially including high-performance materials in light yield and proportionality like LaBr$_3$, SrI$_2$, and KLC have noncubic crystal structures and therefore anisotropic mobilities. In the case of
anisotropic mobility and an arbitrary direction of the electron track, there will always be locally definable directions of fast and slow diffusion in the radial direction, usually different for electrons and for holes. One immediate consequence is that electrons and holes may be constrained by anisotropic mobilities to diffuse away from the track in orthogonal directions, producing charge separation and independent-carrier recombination kinetics even if the average magnitudes of their mobilities are similar. Particularly in view of the fact that many of the recent scintillators with very good proportionality have anisotropic mobilities, it is worthwhile to explore the trends affecting proportionality in that case.

Presently, our information on anisotropic mobilities in scintillator materials comes from consideration of effective masses from band structures, such as the survey of scintillator band structures by Setyawan et al\textsuperscript{34} and calculations by Singh.\textsuperscript{54} The relation between \( m \) and \( \mu \) in the relaxation time approximation is

\[
\mu_i = \frac{e \tau \gamma_{SC}}{m_i^*},
\]

where \( m_i^* \) and \( \mu_i \) are principal components of the tensors resolved along orthogonal axes, and \( \tau \) is the momentum relaxation time. In CsI, where we know both theoretical \( m^* \) and experimental \( \mu \), the value of \( \tau \) at room temperature is found to be \( 1.4 \times 10^{-15} \) s. We will regard this as typical for the scintillators. Often, the bands are degenerate at the band extrema, so that we need to take an average value of contributions to mobility. Setyawan et al\textsuperscript{34} computed the average effective mass, which gives a different mobility than taking the average of mobilities (reciprocal effective masses). Their choice was influenced\textsuperscript{55} by the fact that the band with larger mass has higher density of states. In our opinion, the rapid carrier scattering time typified by the value noted above assures constant mixing.
between the nearly degenerate bands, diminishing the importance of the density of states argument. We have therefore estimated the average mobility as the product of $e \tau_{sc}$ and the average of reciprocal band masses. Working from the band structure diagrams published by Setyawan et al\textsuperscript{34} and the assumed value of $\tau_{sc} = 1.4 \times 10^{-15}$ s based on CsI, we deduce approximate values of band mobility along the three orthorhombic axes in SrI\textsubscript{2} as listed in Table I. However, it should be noted here that there are several good reasons to believe that holes self-trap in SrI\textsubscript{2}, so the band mobilities may not be quantitatively accurate in fitting the data. Nevertheless, the results should be instructive in a general way.

Table I Estimated conduction and valence band mobilities along the three orthorhombic axes in SrI\textsubscript{2}, based on multiplying the average over reciprocal band masses for valence bands degenerate at $\Gamma$ times $e \tau_{sc}$, where $\tau_{sc} = 1.4 \times 10^{-15}$ s was assumed based on CsI. The rows labeled SrI\textsubscript{2} model-1 (X,Y) are rounded values that were used in simulating “model SrI\textsubscript{2}-1” in Figs. 7, 8, and 11. Values are also shown for CsI (cubic isotropic) and YAP (orthorhombic but almost isotropic) band masses.\textsuperscript{34,52}

<table>
<thead>
<tr>
<th></th>
<th>$m_e$ [$m_0$]</th>
<th>$m_h$ [$m_0$]</th>
<th>$\mu_e$ [cm$^2$/V\textsc{s}]</th>
<th>$\mu_h$ [cm$^2$/V\textsc{s}]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CsI (band structure)</td>
<td>0.312</td>
<td>2.27</td>
<td>8</td>
<td>1.1</td>
</tr>
<tr>
<td>CsI (self-trapping)</td>
<td>0.312</td>
<td>2.5 x 10$^9$</td>
<td>8</td>
<td>$1 \times 10^{-4}$</td>
</tr>
<tr>
<td>YAP (band structure &amp; model-1)</td>
<td>~2.335</td>
<td>~1.941</td>
<td>1.1</td>
<td>1.3</td>
</tr>
<tr>
<td>SrI\textsubscript{2} (X- $\Gamma$-X)</td>
<td>0.303</td>
<td>0.62</td>
<td>8.2</td>
<td>4.0</td>
</tr>
<tr>
<td>SrI\textsubscript{2} (Y- $\Gamma$-Y)</td>
<td>0.301</td>
<td>5.699</td>
<td>8.3</td>
<td>0.5</td>
</tr>
<tr>
<td>SrI\textsubscript{2} (Z- $\Gamma$-Z)</td>
<td>0.259</td>
<td>12.076</td>
<td>9.6</td>
<td>0.2</td>
</tr>
<tr>
<td>SrI\textsubscript{2} model-1 (X)</td>
<td>0.312</td>
<td>0.62</td>
<td>8</td>
<td>4.0</td>
</tr>
<tr>
<td>SrI\textsubscript{2} model-1 (Y)</td>
<td>0.312</td>
<td>$\infty$</td>
<td>8</td>
<td>0</td>
</tr>
</tbody>
</table>

Figures 7 and 8 display contour plots in the X-Y plane, taken to be transverse to the primary electron trajectory, of hole and electron distributions in SrI\textsubscript{2}. The mobilities used are as given in the last two rows of Table I, evaluated after 6 ps of diffusion and drift. For comparison, we also plot carrier distributions in YAP with the mobilities of Table I and in CsI with isotropic electron and self-trapped hole mobilities listed in row 2.
of Table I. The different views in Figs. 7 and 8, are for low \((2.5 \times 10^{18} \text{ cm}^{-3})\) and high \((2.5 \times 10^{20} \text{ cm}^{-3})\) on-axis excitation density \(n_0\), respectively.

**Fig. 7** Cross sections transverse to the track axis showing electron and hole concentration contours for “model SrI2-1” with the anisotropic mobilities listed in Table I. Cross sections are also shown for YAP with estimated nearly isotropic mobilities listed in Table I, and for CsI with isotropic measured mobilities \(\mu_e = 8 \text{ cm}^2/\text{Vs}, \mu_{STH} \approx 1 \times 10^{-4} \text{ cm}^2/\text{Vs}\). In the right hand column, shades of red represent \(n_e - n_h > 0\), while shades of blue represent \(n_e - n_h < 0\). The on-axis excitation density is \(2.5 \times 10^{18} \text{ e-h/cm}^3\).

**Fig. 8** Cross sections of carrier concentration profile corresponding to Fig. 8, but evaluated for on-axis excitation density \(2.5 \times 10^{20} \text{ e-h/cm}^3\).
Figure 9 plots (1-INF) and (1-QF) for different anisotropic hole mobilities in the range from isotropic to fully anisotropic, where the average hole mobility remains constant. The electron mobility was held constant and isotropic at 8 cm²/Vs in all cases, while the hole mobilities were chosen to span the extremes from maximum anisotropy to isotropic, while keeping the average hole mobility constant.

![Graph showing survival of two modeled quenching routes versus on-axis excitation density](image)

**Fig. 9** Survival of the two modeled quenching routes is plotted versus on-axis excitation density for fixed isotropic electron mobility and variably anisotropic hole mobilities, where the average hole mobility is kept constant. The legend lists the four mobility parameters for each curve as $\mu_{eX}$, $\mu_{eY}$, $\mu_{hX}$, $\mu_{hY}$.

When the average hole mobility is kept constant as in Fig. 9, the quenching fraction $QF$ is nearly independent of anisotropy. It is the Independent Fraction $IF$ that depends on anisotropy for the parameters chosen in Fig. 9. This partly reflects electron and hole diffusion being directed along different crystallographic axes.

Fig. 10 plots the product (1-INF)(1-QF), indicative of simulated local light yield versus $n_0$ as discussed in Section 3.3. Five curves are plotted for the indicated combinations of variable anisotropic hole mobility and fixed isotropic electron mobility, where the average of hole mobility over the transverse directions is constant. Fig. 10 should be compared to Fig. 6, which plotted simulated light yield versus hole/electron
mobility ratio. We see only a weak halide “hump” in the curves of Fig. 10 because the average hole/electron mobility ratio is 0.5, but the hump is considerably accentuated for the most extreme anisotropy. The effect of anisotropy in Fig. 10 can be seen to shift the hump consistently toward higher $n_0$ as anisotropy increases. Thus as a trend, it appears that anisotropy can shift the “halide hump” laterally on the $dE/dx$ axis. In qualitative terms, we may anticipate that shifting the hump toward higher $dE/dx$ should improve proportionality by counteracting part of the steepest plunge in the nonlinear quenching curve (Section 3.1) that is common to all scintillators.

Fig. 10  Simulated local light yield for five assumed degrees of anisotropy in hole mobility, keeping the average hole mobility constant along with the isotropic electron mobility.

3.5 Simulated local light yield versus excitation density for some model scintillators

In Sections 3.1-3.4, we have illustrated four trends in scintillator response depending respectively on $\min(\mu_h/\mu_e)$, $\mu_h/\mu_e \approx 1$, $\mu_h/\mu_e \ll 1$, and $\mu_{hx}/\mu_{hy}$, $\mu_{ex}/\mu_{ey}$. In this section, we will use measured mobility parameters (CsI) and values estimated from band structure under approximations discussed above (YAP, SrI₂) for three representative scintillator materials to generate the simulated local light yield as a function of excitation
density, as it has been defined in our model. To justify why the product \((1-INF)(1-QF)\) evaluated at 10 ps is approximately the local light yield, we first write down the local light yield in a more exact and intuitive form: \(1 - (1 - IF)QF - IF(k_1 + AF)\). This states that the normalized local light yield is unity initial population \(1\) minus that part of the paired (exciton) fractional population \((1 - IF)\) which has quenched by fraction \(QF\) at 10 ps due to 2\(^{nd}\) order dipole-dipole interactions, minus the unpaired fraction \((IF)\) which has quenched by linear fraction \(k_1\) throughout the whole pulse or by the 3\(^{rd}\) order Auger fraction \(AF\) which has quenched in 10 ps. Multiplying terms leads to \(1 - QF - IFk_1 + IFQF - IFAF\).

The product \((1-INF)(1-QF) = 1 - QF - IFk_1 + IFk_1QF\) duplicates the first three terms of the more exact form, and is missing only the Auger quenched fraction of independent carriers \((IFAF)\), which we chose to neglect for simplicity (and because Auger rates in scintillators have not been measured) in the present model. With that neglect, the only remaining difference between the two forms is the factor \(k_1\) in the \(IFQF\) term. Therefore we represent the product \((1-INF)(1-QF)\) as approximately indicative of local light yield.

The mobility parameters for each material in Fig. 11 are given as a quartet of values: \(\mu_{eX}, \mu_{eY}, \mu_{hX}, \mu_{hY}\). Because the assumption of \(\tau_{sc} = 1.4 \times 10^{-15}\) s for all materials was a rough approximation relating band mass to mobility, we chose two trials of the scaling factor between \(m^*\) and \(\mu\) in plotting Fig. 11, shown as YAP-1,2 and SrI\(_2\)-1,2.
Fig. 11 Simulated local light yield at 6 ps for “model materials” with measured mobilities (CsI) or mobilities estimated with guidance from calculated band masses (YAP and SrI$_2$). The notation e8,8-h4,0 means, e.g., that the electron mobility is 8 cm$^2$/Vs in two orthogonal directions transverse to the track, and that the hole mobility is 4 cm$^2$/Vs on the X transverse axis and 0 cm$^2$/Vs on the Y axis.

There is an interesting similarity between the curves in Fig. 11 and the shape of experimental electron yield curves if the latter are imagined plotted as a function of $dE/dx$ characterizing the suitable cascade average for an electron of the given energy. The curve for CsI:0.1%Tl is particularly significant. It was simulated with measured mobilities$^{29,42,43,22}$ and measured 2$^{nd}$-order dipole-dipole quenching constant.$^{25,27}$ Only the linear trap quenching fraction $k_I$ was an assumed parameter at 0.33, and it is held constant at that value for all the materials plotted. The qualitative shape of the CsI curve bears considerable resemblance to the experimental electron yield for CsI. The distinguishing characteristic that fixes this shape for the CsI curve is the exceptionally low value of its hole mobility, coming from the well established deep self-trapping of holes in alkali halides.

Then, changing nothing else but the mobility parameters shown, and guided in that choice by the available calculated$^{34}$ values of $m_e/m_h$ and of $m_{ex}/m_{ey}$, $m_{hx}/m_{hy}$ for YAP
and SrI$_2$, it is again remarkable to us that the simulated local light yields plotted particularly for the $\tau_{sc}$ choices giving YAP-2 and SrI$_2$-1 take on the main qualitative characteristics of the experimental electron yield curves for their real namesakes.$^{18}$ Namely, “model-YAP” lacks the hump and has a very modest roll-off due to nonlinear quenching, for good overall proportionality. “Model-SrI$_2$” has a modest “halide hump” and also a modest roll-off due to nonlinear quenching, in line with its good experimental proportionality and its experimental electron yield curve.

The reader may be justifiably skeptical of the actual choices of the linear quench fraction $k_1$ and the scattering time $\tau_{sc}$. But the significant fact demonstrated in Fig. 11 is that the simulated local light yield versus $dE/dx$ can reproduce all the qualitative shapes exhibited by experimental electron yields for CsI, YAP, and SrI$_2$, by changing only the carrier mobilities, and doing so in a way that corresponds to experiment for CsI and is constrained partly by band structure for YAP and SrI$_2$.

### 3.6 Effective diffusion coefficient modeled on mixed excitons and free carriers in the track

The fundamental physical process governing variation of local quenching along the length of a track within the present model is how fast the dense excitations subject to nonlinear quenching in the track core can dilute their effective concentration by radial diffusion. Whether the diffusing species are excitons or free carriers, the dilution rate is governed by a diffusion coefficient,

$$D = \frac{kT\tau_{sc}}{m^*}$$  \hspace{1cm} (14)
where $\tau_{sc}$ is the scattering momentum relaxation time and $m^*$ is the effective mass, as defined in introducing the similar Eq. (11) for mobility. Here we choose to deal with diffusion coefficient rather than mobility because we want to generalize to both neutral excitons and charge carriers. Making the simplifying assumption that $\tau_{sc}$ is roughly the same for both electrons and holes in a given scintillator, we note that the effective $D$ for ambipolar diffusion of electrons and holes will be given by Eq. (14) with $m^*$ being the larger of electron and hole effective mass. We will express this as $m^* = \max(m_h,m_e)$ in Eq. (14), analogous to $\min(\mu_h,\mu_e)$ used earlier in this paper.

Equation (14) also specifies the diffusion coefficient for excitons if we know the appropriate $\tau_{sc}$ and $m^*$. The appropriate effective mass is just the translational mass of the exciton, $m^* = m_{C.O.M.} = m_e + m_h$.\textsuperscript{52} When $m_e$ and $m_h$ are very unequal, this reduces to approximately $\max(m_h,m_e)$, as for ambipolar diffusion discussed above. When $m_e = m_h$, then $m_{C.O.M.} = 2 \max(m_h,m_e)$. But within this difference, which will not exceed a factor 2, we can regard the diffusion coefficient for excitons and for ambipolar carrier diffusion to have nearly the same dependence on the largest effective carrier band mass. The important physical generalization to realize is that even if (as is likely) energy diffuses simultaneously by excitons and free carriers in some mix, the diffusion rate still retains the same basic dependence on the reciprocal of the heaviest band mass! The difference between exciton and carrier diffusion coefficients in a given material just comes down to the scattering time $\tau_{sc}$ in lowest approximation.

In justifying trend #2, we pointed out that an exciton should resemble a neutral particle in regard to scattering interactions as its radius becomes small. There is ample evidence in the literature that $\tau_{sc}$ should be longer when long-range coulombic scattering
by charged defects\textsuperscript{50} and optical phonons\textsuperscript{51,52} is turned off. Having established that the diffusion coefficients of excitons and of ambipolar carriers are approximately equal within the proportionality factor of scattering time, we are able to represent the effective diffusion coefficient of the mixture of excitons and free carriers in the track simply in terms of the two scattering times $\tau_{\text{EXC}}$ and $\tau_e$, and the fractional composition of the mixture. The premise of our model for trend #2 is that the branching between excitons and free carriers (\textit{in the track environment!}) is dominated by mismatch of the rate of diffusion of electrons and holes. We approximate the exciton fraction in lowest order as proportional to the electron/hole mass ratio, $m_e/m_h$. The limits are reasonable, predicting maximum exciton formation (100\% in this model) when there are no diffusional effects tearing them apart, and predicting 0\% when electrons and holes have widely different diffusion rates. In a future publication, we will examine how the landscape of electrochemical potential (sum of coulomb potential and chemical potential)\textsuperscript{48} supplants the landscape of pure coulomb potential in deciding the critical “Onsager radius” for pairing, and that it leads to a much smaller (and excitation density dependent) effective Onsager radius in the environment of an electron track.

Putting the above considerations together, we can write an effective diffusion coefficient for the “two gas” model of excitation transport as follows:

$$D_{\text{eff}} \approx \frac{kT}{\max(m_h,m_e)} \left[ \min\left(\frac{m_e}{m_h}\right) \tau_{\text{EXC}} + \left(1 - \min\left(\frac{m_e}{m_h}\right)\right) \tau_e \right]. \quad (15)$$

The meaning of $\min(m_e/m_h)$ is that the smaller of $m_e/m_h$ or $m_h/m_e$ should be used, since this is meant to be a measure of mismatch. For purposes of data fitting with a bare minimum of one semi-determined parameter $\tau_{\text{EXC}}$, we can write the following even
simpler diffusion coefficient which retains similar reasonable limits of branching between excitons and free carriers over the \( m_e/m_h \) range for which it will be employed:

\[
D_{\text{eff}} \approx \frac{kT}{\max(m_h, m_e)} \min \left( \frac{m_e}{m_h} \right) \tau_{\text{EXC}}
\]  

(16)

In this expression, the combined factor \( \min(m_e/m_h)\tau_{\text{EXC}} \) can be regarded as a variable \( \tau_{sc} \) in Eq. (14) describing the mixture. The reason Eq. (16) works pretty well with only the one parameter \( \tau_{\text{EXC}} \) is that the oxide, selenide, and semiconductor materials to which we will apply it (lacking self-trapping and so described by band masses) have a minimum \( m_e/m_h \) ratio of about 1/7. The best-fit \( \tau_{\text{EXC}} \) turns out to be 6 times the empirical \( \tau_e \) deduced for CsI and adopted as typical for other materials. Thus over its range of application, Eq. (16) resembles Eq. (14) with an effective scattering time proportional to the mass ratio. It works for fitting about as well as Eq. (15). It has the advantage of containing only one parameter to be determined from the data fit. Even that one parameter, \( \tau_{\text{EXC}} \), is constrained by how we expect it to relate to the more-or-less known \( \tau_e \).

Our purpose for developing a model for the effective diffusion coefficient of the mixture of excitons and ambipolar carriers expressed as functions of band masses is that Setyawan et al.\(^{34} \) have provided an extensive tabulation of calculated band masses along with extracting measured values of the parameter \( (1-\sigma_{NP}) \) from the literature describing proportionality, where \( \sigma_{NP} = 0 \) indicates perfect proportionality. The parameter \( \sigma_{NP} \) is defined\(^{34} \) in terms of \( N \) measurements of light Yield at different gamma energies relative to Yield at 662 keV as

\[
\sigma_{NP} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( 1 - \frac{Y_i}{Y_{662\text{keV}}} \right)^2}
\]  

(17)
For convenience of reference, we have reproduced in Table II the list of all oxide and selenide materials for which Setyawan et al provided both calculated band masses and tabulated empirical $\sigma_{NP}$ values deduced from the literature.\textsuperscript{34} We exclude all the halide materials for now because the halides are likely to be governed by hopping transport of self-trapped species and therefore will not simply follow a trend specified by band masses.

**Table II** The first 3 columns are tabulated data from Setyawan et al\textsuperscript{34} for all of the non-halide scintillators (ZnSe thru BGO) for which they calculated band masses ($m_e$, $m_h$) and extracted the proportionality parameter $1-\sigma_{NP}$ from the literature. The 4\textsuperscript{th} column, $D_{eff}$, is the effective diffusion coefficient that we calculate from the effective mass data, using Eq. (16) with the value $\tau_{EXC} = 8.4 \times 10^{-15}$ s. The diffusion coefficients for CdTe and HPGe are the measured values for free carriers, since the excitons in both materials are very shallow and are thermally ionized even in HPGe at 77 K.

<table>
<thead>
<tr>
<th>Material</th>
<th>$m_e$ [$m_0$]</th>
<th>$m_h$ [$m_0$]</th>
<th>$1-\sigma_{NP}$</th>
<th>$D_{eff}$ [cm$^2$/Vs]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZnSe</td>
<td>0.146</td>
<td>0.949</td>
<td>0.924</td>
<td>0.065</td>
</tr>
<tr>
<td>YAP</td>
<td>1.941</td>
<td>2.335</td>
<td>0.975</td>
<td>0.142</td>
</tr>
<tr>
<td>LuAP</td>
<td>0.423</td>
<td>2.094</td>
<td>0.841</td>
<td>0.039</td>
</tr>
<tr>
<td>YAG</td>
<td>1.094</td>
<td>1.975</td>
<td>0.912</td>
<td>0.112</td>
</tr>
<tr>
<td>LuAG</td>
<td>0.979</td>
<td>2.432</td>
<td>0.864</td>
<td>0.066</td>
</tr>
<tr>
<td>YSO</td>
<td>0.699</td>
<td>3.795</td>
<td>0.796</td>
<td>0.019</td>
</tr>
<tr>
<td>LSO</td>
<td>0.545</td>
<td>3.603</td>
<td>0.784</td>
<td>0.017</td>
</tr>
<tr>
<td>BGO</td>
<td>0.599</td>
<td>3.022</td>
<td>0.776</td>
<td>0.026</td>
</tr>
<tr>
<td>CdTe</td>
<td></td>
<td></td>
<td>0.99</td>
<td>1.163</td>
</tr>
<tr>
<td>HPGe</td>
<td></td>
<td></td>
<td>1</td>
<td>238.8</td>
</tr>
</tbody>
</table>

Setyawan et al\textsuperscript{34} have already plotted ($1-\sigma_{NP}$) versus the simple ratio $\min(m_e/m_h)$ [actually $\max(m_h/m_e)$ by their choice] and were the first to notice an empirical trend of the proportionality parameter ($1-\sigma_{NP}$) peaking at YAP, which has $m_e/m_h$ closest to 1 among the scintillators. Having already discussed a rationale for that trend in Section 3.2, we now want to plot the empirical ($1-\sigma_{NP}$) values for all the scintillators and semiconductors in Table II. They will be superimposed on the model curve previously plotted in Section 3.1 (Fig. 2), expressing the rate of diffusion out of the track within the
10 ps time window of the majority of nonlinear quenching. The curve from Fig. 2, reproduced in Fig. 12 below is entirely determined by the empirical 10 ps quenching time window as measured in CsI\textsuperscript{25,27} and the 3 nm initial radius\textsuperscript{17} of the cylindrical electron track. The red curve common to both Figs. 2 and 12 was plotted for assumed equality of \( m_e \) and \( m_h \) and thus is approximate in that regard for the real data we will compare. There have been no adjustments in the curve of Fig. 2 to try to make it fit the empirical \((1 - \sigma_{NP})\) data. The agreement of the empirical proportionality data and the model curve of nonlinear quenching is excellent considering the range of materials and diffusion coefficients and that there are no unrestricted parameters in either the quenching model or the \( D_{eff} \) model. The single parameter that could be regarded as a fitting parameter is the exciton scattering time \( \tau_{EXC} \) used to get \( D_{eff} \) from the band masses, and we have remarked that it is restricted to be not too different from \( \tau_e \) and should be larger than \( \tau_e \).

![Diagram](image)

**Fig. 12** Empirical measures of proportionality \((1 - \sigma_{NP})\) tabulated by Setyawan et al\textsuperscript{34} for the scintillators shown, together with points for CdTe and HPGe (77 K), are plotted versus effective diffusion coefficient, \( D_{eff} \), deduced from calculated band masses\textsuperscript{34} according to Eq. (16) with an assumed exciton scattering time \( \tau_{EXC} = 8.4 \times 10^{-15} \) s. The red curve is the plot of \((1-QF)\), the survival probability against 2\textsuperscript{nd} order quenching through 10 ps for on-axis excitation density \( 10^{20} \) e-h/cm\(^3\) in a 3 nm Gaussian track. This is the same model curve presented earlier in Fig. 2.
One particular facet we want to point out is that ZnSe was a serious outlier when Setyawan et al.\textsuperscript{34} plotted $(1 - \sigma_{NP})$ versus the simple ratio $\min(m_e/m_h)$; so much so that they grouped ZnSe together with the halides as a class behaving differently from the main trend. Comparing Eq. (16) with the simple mass ratio, it can be seen that $\max(m_h,m_e)$ in the denominator is an important factor that should not be neglected. ZnSe, a semiconductor, has significantly lighter hole and electron masses than the insulators comprising the rest of the table, and so appeared as an outlier in the plot of Ref. 34. Using the diffusion coefficient calculated from Eq. (16) pulls ZnSe right in line with the main trend. The dependence of $D$ on reciprocal mass also takes what appeared to be a very sharp peak in the dependence of $(1 - \sigma_{NP})$ on $m_e/m_h$ in Ref. 34, and makes it a more gradual slope extending over a larger range of hole masses down to LSO, BGO in the plot versus $D_{eff}$, matching the model curve in Fig. 12. Speaking of the very sharp empirical peak in Setyawan’s $(1 - \sigma_{NP})$ plot near $m_e/m_h = 1$, we would like to refer the reader again to the V-notch in Fig. 3 plotting the branching fraction $IF$ to independent carriers in this model.

If the more intuitive two-parameter equation (15) is used to calculate $D_{eff}$ rather than Eq. (16), the quality of fit of $(1 - \sigma_{NP})$ data points to the red curve is similar, but does not become dramatically better, despite having an additional fitting parameter. The fitting with two scattering times as defined in Eq. (16) yields $\tau_e = 4.7 \times 10^{-16}$ s and $\tau_{EXC} = 8.4 \times 10^{-15}$ s characterizing the whole family of fitted scintillators. Notice that the same exciton scattering time best fit value is obtained whether Eq. (15) or Eq. (16) is used.
4. Summary and Conclusions

1. We have presented a numerical model of diffusion and quenching in the track of a high-energy electron, in which the carrier mobilities, nonlinear dipole-dipole quenching rate, and linear defect quenching rate are the parameters. The magnitudes of the effects dependent on mobility are shown to be large enough to significantly affect the nonlinearity of light yield response.

2. We illustrated that combinations of the mobility parameters in the form of $\min(\mu_h, \mu_e)$, $\mu_h/\mu_e$, and $\mu_{hx}/\mu_{hy}$, each govern an identifiable trend in the dependence of quenching of radiation detector response on local excitation density and on variation of the defined mobility combination.

3. We have plotted a model-based simulation of how the nonlinear quenching fraction depends on the lesser of electron and hole mobility over a global scale of 8 decades that encompasses semiconductor radiation detectors on the right side, scintillators with deeply self-trapped holes on the left side, and oxide scintillators without deeply self-trapped holes in the middle, where the main dependence of nonlinear quenching on diffusion rate occurs.

4. We have identified a microscopic model basis for the observation by Setyawan et al that proportionality is improved for electron/hole mass ratios close to 1, particularly the notable case of YAP.\textsuperscript{34} Our numerical model shows that differential diffusion rates in the strong radial gradient will separate electron-hole pairs into independent carriers for all electron/hole mobility ratios except $\mu_h/\mu_e \approx 1$ (and $\mu_h/\mu_e \ll 1$ when excitation density is high—see #5 below). It is the case of $\mu_h/\mu_e \approx 1$ that predicts excitonic energy transport in YAP almost uniquely among the oxide scintillators. Based
on the experimental fact that Setyawan et al saw the proportionality peaking sharply on YAP and YAG with mass ratios close to 1, we proposed that the remarkable proportionality of YAP follows from the dominance of exciton transport and the tendency that excitons, being neutral, should have higher mobility with respect to scattering from charged defects and optical phonons, than will free charge carriers. Based on trend #1 vs \( \min(\mu_h, \mu_e) \) already noted, this increased mobility of excitons can help clear out the track core and limit nonlinear quenching, in agreement with the observation in YAP.

5. For the case of mobility ratio \(<< 1\), the numerical model predicts that the independent carrier fraction depends on local excitation density, with carrier pairs “ripped apart” by different diffusion rates of electrons and holes early in the track, but remaining paired toward the track end. This produces a light yield trend opposite to nonlinear quenching along the track, and so can have the effect of improving proportionality compared to what one would get from nonlinear quenching of excitons alone. This effect is responsible for the “hump” observed in halides. Band masses alone do not give mobility ratios small enough to get into this hump phenomenon. Band mass ratios typically stay within a decade of \( m_h/m_e = 1 \). The only way to get hole/electron mobility ratio suitably small to produce the hump is if the hole is deeply self-trapped. (It could be defect-trapped, but then the defect concentration would need to be of order \( 10^{20} \) cm\(^{-3}\) (\(~1\%\)) to trap most of the holes in the track at once.) The only solid evidence for deep hole self-trapping in activated scintillators (excluding tungstate intrinsic scintillators) is in the alkali halides. As a chemical family, the halides are especially susceptible to self-trapping, so it is likely that the other halide scintillators have self-trapped holes too, but perhaps not as deep.
6. Many of the recent highly proportional scintillators are noncubic with anisotropic mobility. The simulations show that anisotropic mobility can cause electrons and holes to diffuse preferentially along different axes, and this provides another mechanism of spatially separating charge in the track. The unusual effect of anisotropy on simulated local light yield is to move the halide hump laterally toward higher \( dE/dx \), which it can be argued may improve proportionality by placing the flat slope of the hump over the steepest part of the nonlinear quenching curve. Even more directly relevant should be the question of where the flat slope of local light yield falls relative to the quantitative spectrum of excitation density versus electron energy, e.g. from Monte Carlo simulations of energy deposition.

7. In short, there is a kind of hierarchy of mobility-dependent trends to look at. The combination of multiple trends depending on different mobility parameters and their ratios introduces apparent complexity of experimental nonproportionality versus mobility. We suggest that this may have disguised the importance of mobility and transport in past considerations.

8. The simulated local light yield as a function of excitation density is suggestive of the qualitative shape of experimental electron yield curves for modeled CsI, YAP, and SrI\(_2\) with only one parameter per material adjustable within a limited range. The most general conclusion of this demonstration is that fast diffusion is a major determiner of local light yield within the model presented.

9. The model presented here is predicated on the importance of radial diffusion in diluting excitations in the dense core region before nonlinear quenching on the 10 ps time scale can take its toll. This leads to a model curve of nonlinear quenched
fraction at 10 ps versus effective diffusion coefficient spanning about 8 decades of exciton and carrier diffusion coefficient. By modeling the effective diffusion coefficient for a mixture of excitons and free carriers in each material determined by the corresponding band mass parameters or measured mobilities as appropriate, we can plot empirical proportionality data for oxide and semiconductor radiation detector materials on top of the model curve for survival of nonlinear quenching. The agreement is unexpectedly good. In our opinion, this is strong confirmation that diffusion of free carriers and excitons is the primary determinant of the variation of nonlinear quenching versus excitation density, and therefore of the material parameter basis of the main part of intrinsic nonproportionality.
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The mobility of self-trapped holes in CsI at room temperature can be estimated from their thermal hop rate, which is $\tau^{-1} \approx 1.7 \times 10^9$ s$^{-1}$ averaged over 180° and 90° jumps.$^{22,42,43}$ The respective distances $\delta$ for such jumps in CsI are 0.46 and 0.32 nm. Then diffusion coefficient $D_{STH} \approx \delta^2/\tau \approx 2.6 \times 10^{-6}$ cm$^2$/s and $\mu_{STH} \approx 1 \times 10^{-4}$ cm$^2$/Vs. Our CsI simulations published previously$^{24-26}$ took $\mu_{STH} = 0$ as an approximation. Kerisit et al$^{22}$ also estimated the room temperature hopping rate of self-trapped excitons (STE) in CsI. Since there are no direct measurements of this rate in CsI, they made the reasonable approximation that the ratio of STE/STH hopping rates in CsI would be similar to the ratio in NaI, which has been measured. From this ratio and fitting luminescence kinetics in CsI:Tl, they estimated a STE thermal hop rate of $\tau^{-1} \approx 1.8 \times 10^{12}$ s$^{-1}$ in CsI at room temperature. Then $D_{STE} \approx 2.7 \times 10^{-3}$ cm$^2$/s.
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ABSTRACT

Stopping of an energetic electron produces a track of high excitation density, especially near its end, and consequent high radial concentration gradient. The effect of high excitation density in promoting nonlinear quenching is generally understood to be a root cause of nonproportionality in scintillators. However, quantitative data on the kinetic rates of nonlinear quenching processes in scintillators are scarce. We report experimental measurements of $2^{nd}$ order dipole- dipole rate constants governing the main nonlinear quenching channel in CsI, CsI:Tl, NaI, and NaI:Tl. We also show that the second of the extreme conditions in a track, i.e. radial concentration gradient, gives rise to fast ($\leq$ picoseconds) diffusion phenomena which act both as a competitor in reducing excitation density during the relevant time of nonlinear quenching, and as a determiner of branching between independent and paired carriers, where the branching ratio changes with $dE/dx$ along the primary electron track. To investigate the interplay of these phenomena in determining nonproportionality of light yield, we use experimentally measured rate constants and mobilities in CsI and NaI to carry out quantitative modeling of diffusion, drift, and nonlinear quenching evaluated spatially and temporally within an electron track which is assumed cylindrical Gaussian in this version of the model.
1. Introduction

When an energetic electron is slowed and stopped in a scintillator (or any solid material with a band gap), the track of excitations left behind is characterized by at least two remarkably extreme numbers: (1) very high excitation density and (2) very large concentration gradient of carriers and/or excitations. The first condition of high excitation density has been recognized for some time as crucial for setting rates of 2\textsuperscript{nd} and 3\textsuperscript{rd} order quenching of local light yield in the vicinity of the track. However, with very few exceptions, those rate constants have not been determined. Therefore we present measurements of dipole-dipole quenching rate constants at high excitation density for three halide scintillators in the present work.

In addition to the promotion of nonlinear quenching by high excitation density in a track, the high concentration gradient promotes radial diffusion of electrons and holes, which can limit the nonlinear quenching rates by rapidly diluting carrier concentration, and may affect linear rates by setting up charge separation. We show by numerical modeling of the diffusion and quenching processes together that they compete on similar time scales of the order of picoseconds or less, and that their interplay is a major determining factor in proportionality of the material. We will demonstrate a diffusion-based mechanism for unequal electron and hole mobilities that determines branching between independent trapped carriers and trapped excitons, hence determining branching to subsequent recombination paths in activated scintillators. The branching ratio changes with dE/dx along the track, thus further impacting nonproportionality.
2. Measurement of quenching kinetics at high excitation density

2.1 Background and method

A method for measuring light yield and decay time as a function of e-h density through the range of $10^{18}$ up to $2 \times 10^{20}$ e-h/cm$^3$ typically deposited along the track of a high-energy electron is to excite with a subpicosecond ultraviolet pulse in the band-to-band or high-exciton region of the scintillator. Such experiments have been reported for CdWO$_4$.[1,2] In the present work, we have applied a method similar to that of Ref. [2] for the study of light yield, spectra, and decay time dependent on excitation density in CsI:Tl, undoped CsI, NaI:Tl, and undoped NaI. There are several reasons for undertaking this study. CsI:Tl and NaI:Tl are widely used scintillators for which detailed data on light yield integrated over electron tracks may be modeled if the kinetic orders and rate constants of the radiative and nonradiative processes can be experimentally quantified. Undoped CsI is also a useful fast-timing scintillator, but there are questions that have been raised about the nature of the room-temperature 300-nm luminescence [3], on which it seems our measurements can supply information. CsI:Tl and NaI:Tl are activated scintillators, whereas CdWO$_4$ and undoped CsI are intrinsic excitonic scintillators. Comparison of luminescence quenching in both activated and intrinsic scintillator materials is of fundamental interest for understanding how excitation transport and recombination kinetics affect nonproportionality.

We have used 0.5-ps pulses of 5.9-eV light to excite carrier densities up to $3 \times 10^{20}$ e-h/cm$^3$ in CsI, CsI:Tl, NaI, and NaI:Tl. A Hamamatsu C2830 streak camera records partially quenched luminescence from self-trapped excitons (STE) and excited activators (Tl$^+*$). Having measured the intensity-dependent absorption coefficient of CsI and NaI
in the fundamental band-to-band and exciton region, we can express the quenching of luminescence yield and decay time as a function of $N_{\text{max}}$, the excitation density at the center of the Gaussian beam profile. Vasiliev has derived the following expression for luminescence integrated over a Gaussian transverse profile and exponentially attenuated depth profile of excitation taking into account quenching of a single excited-state species by dipole-dipole Förster transfer: [1,4]

$$
I_{\text{max}}(t) = \frac{I_0}{\tau_R} \cdot \exp \left( -\frac{t}{\tau_R} \right) \cdot \frac{2 \pi}{3} N_{\text{max}} R_{d-d}^3 \cdot \text{erf}\left( \frac{t}{\tau_R} \right) - \text{Li}_2 \left( -\frac{2 \pi}{3} N_{\text{max}} R_{d-d}^3 \cdot \text{erf}\left( \frac{t}{\tau_R} \right) \right)
$$

(1)

where $\tau_R$ is the radiative lifetime of the excited state and $R_{d-d}$ is the Förster transfer radius depending on the overlap of emission and absorption bands. $\text{Li}_2(x)$ and $\text{erf}(x)$ are the dilogarithm function and error function, respectively. If a family of luminescence decay curves is measured for different values of $N_{\text{max}}$, fitting the entire family yields $\tau_R$ and $R_{d-d}$.

Within this model [1,2,4], the ratio $R_{d-d}^3 / \tau_R^{1/2}$ determines the time-dependent rate “constant” for bimolecular quenching:

$$
k_2(t) = \frac{2}{3} \frac{R_{d-d}^3}{\sqrt{\tau_R}} \frac{1}{\sqrt{t}}
$$

(2)

It has been discussed in Refs [4-8], for example, that the bimolecular rate constant itself can have time dependence according to the nature of the recombining species, the initial distribution, mode of recombination, mobility, etc. The particular form of $k_2(t)$ in Eq. (2) applies specifically when there is negligible diffusion, no initial correlation of excitations, and dipole-dipole transfer rate depends on separation $r$ as

$$
K(r) = \tau_R^{-1} \left( \frac{R_{d-d}}{r} \right)^6
$$

(3)
Equation (2) for \( k_2(t) \) has a square root singularity, but \( k_2(t) \) is truly singular only in a system where the interacting local excitations have separations distributed continuously down to zero. When we use \( k_2(t) \) in numerical modeling of CsI in Section 3, the closest possible separation of STEs on the CsI lattice is just the lattice constant, and this specifies through Eqs. (2) and (3) the maximum physically meaningful value of \( k_2(t) \).

### 2.2 Intensity-dependent absorption coefficients

Our experimental measurements are made as a function of incident laser irradiance, but the relevant parameter determining nonlinear quenching rates is the excitation density (e-h/cm\(^3\)). Thus, care is needed to use an accurate uv absorption coefficient and reflectivity to calculate excitation density from irradiance and pulse duration. Spectra of optical density of thin CsI and NaI films at 20 K, 395 K, and 10 K respectively have been reported [9,10], but are lacking quantitative film thickness data needed to extract absorption coefficient, and certainly do not take into account possible band-filling saturation of absorption at high irradiance. The qualitative film thickness characterized by Martienssen [9] as “grössenordnung 20 mμ” did permit our estimating a room-temperature absorption coefficient of \( \alpha \approx 4 \times 10^5 \text{ cm}^{-1} \) in CsI at 5.9 eV from his data. The estimate turns out to differ by only 50% from our measurement reported below. To make measurements of absorption coefficient at the laser wavelength (210 nm), we melted CsI films between fused quartz plates and NaI between sapphire plates. (Whereas fused silica can withstand molten CsI, it is chemically attacked by NaI.) Interference observed in a sloping air pocket provided fringe contrast sufficient to deduce accurate change in film thickness of a CsI sample. At low intensity (without amplification), we measured the following
absorption coefficient, reflectance, and optical constants for CsI at 5.904 eV and room
temperature: \( \alpha = 2.7 \times 10^5 \text{ cm}^{-1} \pm 4\% \), \( R = 7.5\% \), \( n_{\text{real}} = 1.86 \), and \( n_{\text{imaginary}} = 0.46 \).

Performing transmission measurements with the amplified laser, we found
optically induced transparency above about 4 GW/cm² in CsI. The sample recovers to
original absorption after each pulse. We determined the excitation density at the onset of
saturation to be about \( 3 \times 10^{20} \text{ e-h/cm}^3 \) for 5.904-eV photons in CsI at room temperature.
Fig. 1 shows the transmittance \( (I/I_0) \) as a function of 210 nm laser fluence \( I_0 \) (on-
axis value) in a 500-fs pulse. The onset of saturation occurs at a 0.5-ps pulse fluence of
about 1 mJ/cm². The reason for optically induced transparency at high intensity is
related to electronic band filling also known as the dynamic Burstein effect,
illustrated for the simple case of free-carrier excitation in the inset to Fig. 1. Photons at
5.904 eV are very close to the ionization limit of excitons and thus to the onset of band-
to-band transitions in CsI at room temperature.

\[ \text{Figure 1} \] Transmittance versus fluence of a 0.5-ps pulse of 210-nm light incident on an 82-nm
film of CsI at room temperature. The low-fluence value of transmittance corresponds to
absorption coefficient \( \alpha = 2.7 \times 10^5 \text{ cm}^{-1} \). The inset illustrates the general concept of band
filling that we believe accounts for the saturating absorption, although it is more complex with
exciton interactions included.
The absorption coefficient $\alpha = 2.7 \times 10^5$ cm$^{-1}$ at pulse fluences below and in the onset of the band-filling regime was used in calculating $N_{\text{max}}$. Although on-axis fluences higher than 2 mJ/cm$^2$ were used in demonstrating induced transparency of the CsI film in Fig. 1, it was not useful to measure luminescence quenching at such fluences because $N_{\text{max}}$ can no longer be increased in the saturated regime. Luminescence decay curves at such conditions were measured but generally fell on top of each other even when increasing the pulse fluence. The quenching curves presented in Fig. 4 below were acquired at $N_{\text{max}} = 3.1 \times 10^{19}$ e-h/cm$^3$ and $N_{\text{max}} = 3.1 \times 10^{20}$ e-h/cm$^3$. The lower of these $N_{\text{max}}$ values lies well within the unsaturated regime where the irradiance attenuation profile is exponential with well-defined absorption coefficient 2.7 x 10$^5$ cm$^{-1}$. The upper $N_{\text{max}}$ value is just below the onset of Burstein-associated saturation, which is characterized by an energy deposition profile on-axis which starts basically flat from the entrance surface and then transitions to exponential attenuation. For such a profile, an absorption coefficient cannot be strictly defined. The derivation [1,4] of Eq. (1) assumed exponential attenuation described by an absorption coefficient, so the fitting function in Eq. (1) would not be strictly applicable if one pushes above the onset of Burstein behavior. We have chosen in the present paper to restrict analysis to fluence values (and $N_{\text{max}}$) for which Eq. (1) remains valid.
Figure 2 Transmittance versus fluence of a 0.5-ps pulse of 210-nm light on a 5-μm film of NaI at room temperature. The low-fluence value of transmittance corresponds to $\alpha = 3.3 \times 10^3 \text{ cm}^{-1}$. We were not as fortunate to find a convenient air pocket in a NaI sample, so a combination of determining slope from interference fringes and measuring total mass of NaI from flame emission analysis after dissolving the film in water yielded the thickness that enabled measuring the intensity-dependent absorption coefficient $\alpha = 3.3 \times 10^3 \text{ cm}^{-1}$ for NaI at 210 nm. The dependence of transmittance of a NaI film on pulse fluence is plotted in Fig. 2. Notice that the absorption coefficient in NaI at 5.9 eV has unsaturated value 80 x smaller than CsI and saturates at about 2 x lower fluence (irradiance).

The greater penetration depth of band-edge light at high irradiance has a role in why we are able to see room-temperature STE luminescence excited by 5.9-eV ultraviolet light in CsI and NaI whereas other experiments cannot [11-13, 3]. (See discussion in Section 2.2.)

2.3 Experimental Results and Discussion

Figure 3 compares time-integrated spectra measured on undoped CsI and four different doping levels of CsI:Tl for 5.9-eV excitation at room temperature with 0.5-ps pulses. The band with peak at 500 nm that can be seen to increase in height monotonically with Tl doping concentration is Tl$^{+\ast}$ luminescence. It appears shifted from the accepted 550-nm CsI:Tl band because the bialkali response of the streak camera has
not been corrected. The luminescence band with peak at 308 nm has maximum intensity in undoped CsI and decreases progressively with Tl doping, but remains observable in all the samples. This band corresponds to the 4.1-eV band attributed by Nishimura et al to the luminescence of equilibrated on-center and off-center STE configurations at room temperature in CsI [11].

The greater penetration depth of band-edge light at high irradiance has a role in why we are able to see room-temperature STE luminescence excited by 5.9-eV ultraviolet light in CsI and NaI whereas other experiments cannot [11-13, 3]. (See discussion in Section 2.2.)
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**Figure 3** Time-integrated streak camera spectra of luminescence excited by 0.5-ps, 5.9 eV intense pulses at room temperature in CsI samples with Tl doping listed in order of 500-nm band height from top to bottom: 0.3%, 0.08%, 0.04%, 0.01%, and undoped.

Comparing areas under the bands indicates that the yield of room-temperature STE luminescence in undoped CsI is about 8.3% that of Tl+* luminescence in CsI:0.3%Tl! In comparison, published values of γ-ray induced light yield at room temperature are 2000 photons/MeV in undoped CsI and 54,000 photons/MeV in
CsI:Tl [14], or a ratio of 3.7%. Our ability to excite the 4.1-eV STE luminescence strongly with ultraviolet band-edge light compared to inability to excite in that spectrum in Refs. [11,12,3] is attributed in the following discussion to the very high excitation density in the present experiment. This is an important question because it concerns the nature of the luminescence which is the basis for the fast-timing scintillator CsI.

The 302-nm STE decay data are shown in Fig. 4 for excitation densities of \( N_{\text{max}} = 3.1 \times 10^{19} \) and \( 3.1 \times 10^{20} \) e-h/cm\(^3\), along with a fit of both curves to the dipole-dipole Förster quenching theory represented in Eq. (1). By fitting the family of 9 STE decay curves in CsI for different \( N_{\text{max}} \), we obtain empirical parameters \( \tau_R \approx 1.4 \) ns and \( R_{\text{dd}} = 2.9 \) nm. The problem is that 15 ns rather than 1.4 ns is the STE lifetime in CsI at room temperature measured by Nishimura et al. [11] (However, we note that Belsky et al [3] measured the decay time of fast intrinsic luminescence at 300 nm in CsI at room temperature exciting above 20 eV with synchrotron radiation, and found it to be 1 to 4 ns.) We suggest that the shortening to 1.4 ns in the present study and 1-4 ns in that of Belsky et al is due to use of uv excitation that is absorbed relatively near the surface, but not too close! Nishimura et al [11] and Kubota et al [12] state that STE luminescence was not observable under one-photon uv excitation in the fundamental edge of CsI at room temperature, because of STE diffusion to the surface where impurities and defects are more numerous. In the present experiment with a uv laser pulse at very high excitation density, there is in the first place deeper penetration due to the Burstein effect discussed previously. The finding of Belsky et al [3] that the 300-nm STE luminescence could be produced by uv excitation only above 20 eV seems
in our opinion to reinforce the same conclusion since the uv absorption begins
generally decreasing when significantly above the valence exciton region. An
additional effect of high density excitation in our experiment is that the finite number
of defects can be saturated by an ultraviolet pulse producing $3 \times 10^{20} \text{ e-h/cm}^3$ over an
extended volume, whereas intrinsic excitons will not be saturated until a much higher
excitation level approaching one per unit cell. We have seen just such an effect
previously in studies of exciton and defect luminescence in ZnO. [15] Whereas
the green luminescence due to defects is commonly seen as a dominant
luminescence band under band-edge excitation of ZnO at room temperature, excitation
with our 0.5-ps intense band-edge pulses produced negligible green
luminescence, but intense free-exciton luminescence, because the limited defect
sites were saturated early in the pulse.
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**Figure 4** Comparing decay of 302-nm STE luminescence in CsI at room temperature for on-axis excitation densities $N_{\text{max}} = 3.1 \times 10^{19} \text{ e-h/cm}^3$ (blue filled points) and $3.1 \times 10^{20} \text{ e-h/cm}^3$ (black open squares). Both curves were fit, along with 7 others for different $N_{\text{max}}$, using a single choice of the Förster transfer radius $R_{\text{dd}} = 2.9 \text{ nm}$ and radiative lifetime $\tau_R = 1.4 \text{ ns}$ in Eq. (1).
Diffusion of at least some STEs to unsaturated nearby surface quenching/trapping sites constitutes an extra de-excitation channel causing the empirical decay time to be reduced, e.g. from 15 to 1.4 ns. It should finally be noted that the bulk-excited decay time of 15 ns [11] is not strictly the radiative lifetime of STEs in CsI either. It is the reciprocal of a sum of radiative and nonradiative decay rates of equilibrated populations of on-and off-center STEs. [11] Thus there remains the problem of what should be taken as the single radiative lifetime $\tau_R$ appearing in Eqs. (1 & 2). Fortunately, our main goal of determining a quantitative value of the time-dependent bimolecular rate constant for the quenching of STEs by dipole-dipole transfer is a simpler matter than extracting $R_{dd}$ and $\tau_R$ individually. Recall from Eq. (2) that $k_2(t)$ is completely specified by the single ratio $R_{dd}^3/\tau_R^{1/2}$, which can be determined as one number by fitting the quenched luminescence decay. Thus, in spite of the more complex issues surrounding multiple components of $\tau_R$, we can extract the time-dependent bimolecular rate constant for quenching of STEs in CsI at room temperature: $k_2(t) = 2.4 \times 10^{-15} \text{ cm}^3 \text{ s}^{-1/2} (t^{1/2})$.

The data and fits of Fig. 4 are re-plotted on an expanded time scale in Fig. 5(a) in order to show clearly that there is a delay in achieving the peak of STE luminescence at 302 nm, and that the delay becomes longer at lower excitation density $N_{\text{max}}$. Optical (low-jitter) triggering of the streak camera was used for these measurements, and zero time was identified with the centroid of the streak image of the laser pulse itself. Although the jitter-determined resolution is $\sim 60$ ps, we can judge centroid shifts better than that, so luminescence peak delay varying in the range of tens of ps relative to the exciting laser pulse is meaningful. The theoretical fitting function defined in Eq.
(1) does not take into account a rise time. Thus as is evident in Fig. 5(a), to get even an approximate agreement of the fast quenching drop in Eq. (1) compared to the experimental data, the zero of time in Eq. (1) would have to be shifted from true time zero (laser pulse centroid) to allow empirically for the slow rise and consequent delayed quenching of STE population. This was done in the approximate fitting to Eq. (1) that we reported in a preliminary analysis [16].

![Figure 5(a)](image)

**Figure 5(a)** The data and fits shown in Fig. 4 are re-plotted on an expanded time scale to highlight the finite rise time of STE luminescence depending on $N_{max}$, the fact that Eq. (1) itself is steeper than the data, and that it must be shifted in time if one tries to force a single quenching curve of the form of Eq. (1) on the data.

It is necessary to properly identify and parameterize the population growth function and then perform a convolution of the growth and quenching decay to finally compare to data. The justification, derivation, and parameterization of the growth function will be described below. Using it, we present immediately in Fig. 5(b) the comparison of the data to the convolution of the set of quenching curves already determined in Fig. 4 together with expression for the bimolecular rise of STE population from e-h pairs discussed below.
Remarkably, there are only three parameters needed to fit the entire set of 9 normalized rise and decay curves within the quality indicated for the 2 curves in Fig. 6(b): the bimolecular rate constant $C_2$ for creation of STEs, bimolecular rate constant $k_2(t)$ for quenching of STEs, and luminescence lifetime $\tau_R$ to fit the long-time luminescence decay. $C_2$ is a true constant while $k_2(t)$ is a time-dependent (singular) constant, and one can understand quite well why they are of different form. On the relevant time scale of several picoseconds in which growth and quenching take place, the free electrons and holes are moving rapidly and so continually maintain a uniform distribution (hence constant bimolecular rate constant), while the STEs are immobile on this time scale (hence time-dependent singular rate constant). It is worth repeating that there are no other constants beyond $C_2$, $k_2(t)$, and $\tau_R$ to be determined, or fitting parameters needed. The values that produce the entire family of fits illustrated by the two curves in Fig. 5(b) are $C_2 = 8.2 \times 10^{-22}$ cm$^3$/ps, $k_2(t) = 2.4 \times 10^{-15}$ cm$^3$ s$^{-1/2}$ (t$^{-1/2}$), and $\tau_R = 1.4$ ns.
Physically, a finite rise time decreasing with excitation density should be expected for formation of STEs by 2nd-order mutual capture of electrons and holes [17]. We have recently measured the rise of infrared absorption induced by sub-picosecond e-h excitation in CsI at room temperature. [18] It was found that the infrared absorption which could be attributed to STEs has a slow growth component with ~ 15 ps rise time. This seems in rough agreement with the present STE luminescence rise time. In Section 3 we will present numerical modeling of diffusion and quenching in the track, and it will be seen that the three processes of exciton formation by electron-hole capture, diffusion in the track s radial gradient, and dipole-dipole quenching all occur on similar time scales of a few ps. Consider a system of electrons and holes, each at density \( n(t) \) in intrinsic excited material. They combine as pairs to create excitons of density \( E_x(t) \) through bimolecular kinetics with rate constant \( C_2 \). Identify \( n(t=0) = n_{\text{max}} \). From the second order rate equation we can solve for the number of electrons (holes) after time \( t \).

\[
\frac{n(t)}{n_{\text{max}}} = \frac{1}{1 + n_{\text{max}} C_2 t} \tag{4}
\]

We can then write the rate constant \( C_2 \) in terms of the time \( t_{1/2} \) for half of the electrons (holes) to pair up, starting from initial electron (hole) density \( n_{\text{max}} \).

\[
C_2 = \frac{1}{n_{\text{max}} t_{1/2}} \tag{5}
\]

The time for half the electrons and holes to pair up is identical in this system to the time for half of the excitons to form. The number \( E_x(t) \) of excitons formed at time \( t \) is given in terms of Eqs. (4) and (5) as

\[
E_x(t) = E_x(\infty) \frac{t/t_{1/2}}{1 + t/t_{1/2}} \tag{6}
\]
This describes the bimolecular growth of species which do not decay. In Fig. 6(a), we fit this curve to the rising edge of the luminescence data in order to deduce \( t_{1/2} \) for growth to half maximum at each excitation density \( N_{\text{max}} \). Here we are making the approximation that \( N_{\text{max}} = n_{\text{max}} \), where \( N_{\text{max}} \) is the initial excitation density on-axis of the Gaussian laser spot (Section 2), while \( n_{\text{max}} \) is the excitation density in a uniformly excited sample.

The experimental points that are more than 0.5 ps on the negative side of \( t = 0 \) come from the jitter-determined spread of arrivals of 0.5-ps pulses. The fitting is sought on the positive side of \( t = 0 \), paying attention to the shift toward later time for lower \( N_{\text{max}} \). Then in Fig. 6(b) the values of \( 1/ t_{1/2} \) are plotted vs \( N_{\text{max}} \) for the 9 measurements at different \( N_{\text{max}} \), and the best-fit slope determines \( C_2 = 8.2 \times 10^{-22} \text{ cm}^3/\text{ps} \), the bimolecular rate constant for creation of excitons from electrons and holes in CsI at room temperature. Then with \( t_{1/2} \) substituted by \( 1/C_2 N_{\text{max}} \) in Eq. (6), we can perform a convolution of growth according to Eq. (6) and (quenching + radiative) decay according to Eq. (1). The result was shown earlier in Fig. 5(b).
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**Figure 6(a)** The bimolecular growth function in Eq. (6) describing creation of exciton (STE) population from electrons and holes is fit to the rising edge of the CsI luminescence at room temperature for two different \( N_{\text{max}} \): \( 3.1 \times 10^{19} \text{ e-h/cm}^3 \) (blue filled points) and \( 3.07 \times 10^{20} \text{ e-h/cm}^3 \) (black open squares), determining \( t_{1/2} \) values for the respective curves. Points to the left of \( t = 0 \) are from timing jitter.
Measurements of room-temperature luminescence decay curves as a function of excitation density $N_{\text{max}}$ in NaI are shown in Fig. 7 along with the fit to Eq. (1). In the case of NaI, the singlet STE luminescence with $\tau_{\text{rad}} = 1$ ns overlaps the triplet STE luminescence with $\tau_{\text{rad}} = 90$ ns, so it was necessary to fit the data to a sum of two functions of the form of Eq. (1) but having different $\tau_R$ and different initial singlet and triplet populations. Just as in CsI, we found that the empirical long-time fit requires $\tau_{\text{fit}}$ shorter than $\tau_R$ for the singlet and triplet components, presumably due to diffusion to the surface as previously discussed here and in Ref. [13]. Also as found in CsI, there is a finite growth time which increases at lower $N_{\text{max}}$, and which was determined in the way discussed earlier for CsI.

**Figure 6(b)** For the 9 measurements of CsI STE luminescence decay for different $N_{\text{max}}$, the reciprocal $1/t_{1/2}$ rise time of the STE growth is plotted versus $N_{\text{max}}$ and compared to Eq. (5), which determines the bimolecular exciton creation rate constant $C_2$. 
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Figure 7 Decay of overlapping singlet and triplet STE luminescence at 295-nm in NaI at room temperature for on-axis excitation densities $N_{\text{max}} = 1.5 \times 10^{19}$ e-$\text{h}$/cm$^2$ (blue filled points) and $5.6 \times 10^{18}$ e-$\text{h}$/cm$^2$ (black open squares). The fit is a sum of dipole-dipole quenching functions of the form of Eq. (1). Fitting parameters are summarized in Table 1.

The creation, quenching, lifetime, and relative population parameters determined from fitting the NaI and CsI data are summarized in Table 1.

Table 1 Parameters for CsI and NaI from fitting the families of curves for STE luminescence intensity versus time for different excitation density. $C_2$ is the bimolecular rate constant for creation of STEs from electrons and holes, $k_2(t)$ is the time-dependent bimolecular rate constant for dipole-dipole quenching, $\tau_{\text{fit}}$ is the empirical long-time luminescence decay constant from fitting (including diffusion effects discussed in text), $\tau_R$ is the radiative lifetime from literature, and the last column is a number proportional to the initial population of singlet and triplet STEs in fitting NaI, represented as the product of the fraction of initial luminescence intensity times the radiative lifetime of the respective component.

<table>
<thead>
<tr>
<th></th>
<th>$C_2$ (cm$^3$/ps)</th>
<th>$k_2(t)$ (cm$^3$ s$^{-1/2}$ (t$^{-1/2}$)</th>
<th>$\tau_{\text{fit}}$ (ns)</th>
<th>$\tau_R$ (ns)</th>
<th>$\frac{I_0}{I_{\text{eq}}^{\tau_{\text{fit}}\tau_R}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CsI</td>
<td>$8.2 \times 10^{-22}$</td>
<td>$2.4 \times 10^{-15}$</td>
<td>1.4</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>NaI</td>
<td>$2 \times 10^{-20}$</td>
<td>$1.7 \times 10^{-14}$</td>
<td>0.75</td>
<td>1</td>
<td>0.96</td>
</tr>
<tr>
<td>NaI</td>
<td>$2 \times 10^{-20}$</td>
<td>$6.6 \times 10^{-15}$</td>
<td>5</td>
<td>90</td>
<td>3.6</td>
</tr>
</tbody>
</table>
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Figure 8 compares the decay of luminescence in the Tl$^{+*}$ (550 nm) band in CsI:Tl for excitation densities of $N_{\text{max}} = 3.1 \times 10^{19}$ and $3.1 \times 10^{20}$ cm$^{-3}$. The most important finding is that there is no excitation-density-dependence of the Tl$^{+*}$ decay time over this range. This is in contrast to the fast decay due to density-dependent quenching seen in the STE population just above. The conclusion is that in the CsI host, the STEs undergo dipole-dipole near-field transfer, whereas the excited Tl activators do not. The Tl$^{+*}$ concentration is capped by 0.3% doping to $3 \times 10^{19}$ Tl$^{+*}$/cm$^3$, an order of magnitude lower than the maximum host excitation of $3.1 \times 10^{20}$ e-h/cm$^3$. Correspondingly, the average Tl-Tl separation of 3.2 nm at 0.3 mol% is larger than our measured $R_{\text{dd}}$ (STE) = 2.9 nm in CsI, so transfer would be strongly discouraged by the 6th-power dependence, relative to the average STE-STE separation in the host of 1.5 nm at $N_{\text{max}} = 3.1 \times 10^{20}$ e-h/cm$^3$. The picture that emerges is of a congestion of STEs waiting to transfer on to a limited number of vacant Tl$^+$, and undergoing dipole-dipole quenching in the meantime.
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**Figure 8** Comparing Tl$^{+*}$ luminescence decay for $N_{\text{max}} = 3.1 \times 10^{19}$ e-h/cm$^3$ (blue closed circles) and $N_{\text{max}} = 3.1 \times 10^{20}$ e-h/cm$^3$ (black crosses) in CsI:0.3%Tl.
Figure 9 Comparing Tl$^{+*}$ luminescence decay for $N_{\text{max}} = 1.9 \times 10^{19}$ e-h/cm$^3$ (blue open circles) and $N_{\text{max}} = 5.6 \times 10^{19}$ e-h/cm$^3$ (red crosses) in NaI:0.1%Tl.

Figure 8 also shows that there is a substantial delay of $\sim 6.2$ ns between excitation and the achievement of maximum Tl$^{+*}$ luminescence. To access the full 250 ns time range, electronic streak trigger was used for these data, increasing the jitter width showing to the left of $t = 0$, but the 6.2 ns delay relative to the laser pulse centroid is unmistakeable. The slow rise of Tl$^{+*}$ luminescence is a known phenomenon in CsI:Tl attributed to thermal hopping transport of energy by means of STE, Tl$^{++}$, and Tl$^0$ at room temperature. [19] Notice that this is nearly 3 orders of magnitude slower than the rise time of STE luminescence in CsI. The slow rise of Tl$^{+*}$ luminescence results from bimolecular recombination of trapped and self-trapped species, whereas the pure STE luminescence results from the bimolecular recombination of electrons and free or self-trapped holes.

Fig. 9 presents data for Tl$^{+*}$ luminescence in NaI:0.1%Tl. The conclusion is similar to that for CsI:Tl. Both the growth and the radiative decay occur on a faster time scale in NaI:Tl compared to CsI:Tl.
The observation of the slow rise of Tl\(^{++}\) luminescence provides very useful confirmation that the 5.9-eV laser pulse excites mainly the CsI host which then transfers energy to Tl\(^+\), rather than mainly exciting directly into the D band of Tl\(^+\). If the excitation were directly into a thallium absorption band, the Tl\(^{++}\) luminescence should have a prompt rise, as shown by Hamada et al [18] using nitrogen lamp excitation of CsI:Tl in the spectral range 294-407 nm where the host is not strongly absorbing. In contrast, the 210 nm laser light in the present experiment has very high absorption coefficient in the host, \(\alpha = 2.7 \times 10^5\) cm\(^{-1}\), and does not overlap well with the 5.4-eV D band. The slow rise says that 5.9 eV mainly excites the host and the excitation is subsequently transferred by hopping recombination of trapped species to finally produce an electron-hole pair at one Tl\(^+\) site, i.e. Tl\(^{++}\).

**Figure 10** Light yield versus excitation density for 550-nm Tl\(^{++}\) luminescence in CsI:0.3\%Tl (black dashed line) and 302-nm STE luminescence in CsI (solid blue line). Inset is a schematic of beam waist translation relative to the crystal to vary spot size.
But the light yield of Tl+* (550 nm) and STE (302 nm) luminescence have the *same* dependence on excitation density in the host, as shown in Fig. 10. These measurements were made for constant total energy in the laser pulses, changing fluence by translating the beam waist to various positions in front of and behind the sample (inset of Fig. 2(a)). An alternative method using a fixed beam size and attenuation by filters yielded consistent results. The conclusion to be drawn is that nonlinear quenching occurs mainly in the STE population, but that this results in diminished production of Tl+* excited activators by STE capture or resonance transfer. Thus the bimolecular quenching rate constant measured in undoped CsI also governs the quenching of Tl+* light yield in CsI:Tl.

3. Modeling the competition between fast carrier diffusion and dipole-dipole quenching in CsI and CsI:Tl

We can associate three characteristic time ranges of carrier transport within a particle track with different physical processes of radial diffusion: (1) ballistic transport of carriers created with kinetic energy in excess of $kT$, lasting for a thermalization time of fs to ps, during which the carriers diffuse a thermalization length $l_t$ [20]; (2) diffusion of carriers with band mobilities in thermal equilibrium, commencing at the end of ballistic transport and continuing until the carrier is recombined with a partner or reduced to slow thermal hopping transport after becoming trapped; and (3) thermal hopping and detrapping on a time scale of nanoseconds to microseconds in room-temperature scintillators.[21] Process (1) of ballistic transport is often folded into the definition of an initial track radius. Vasil ev has estimated a thermalization length $l_t = 3$ nm as typical for scintillator materials.[20] It is
the process (2) of band diffusion in thermal equilibrium that is the topic of the simulations to be presented, having importance in \(\sim 20\) ps down to \(\sim 1\) fs depending on mobilities.

The concept of dilution of carrier concentration as a controlling influence on quenching is worth pursuing to its consequences for the highly localized radial distribution of carriers in a particle track. The quenching channels that depend super-linearly on carrier concentration, \(i.e.\) dipole-dipole transfer (2\(^{nd}\) order) and Auger (3\(^{rd}\) order), are self terminating by nature. They rapidly drain the excited states, usually within a matter of picoseconds, until the carrier concentration renders nonlinear quenching slower than linear loss channels such as light emission or trapping. But there is a third channel capable of reducing carrier concentration on the same or faster time scale as do the quenching processes, and it is thus capable of terminating them. That third channel is diffusion, and we have shown in a preliminary study of Ge and CsI that it can dilute the carrier concentration in femtoseconds to picoseconds depending on mobilities [22]. Although both diffusion and quenching act to terminate nonlinear quenching rate, there is an important distinction between dilution of carrier concentration and destruction of carrier concentration. The former preserves the total number of excited states that can potentially yield light, whereas the latter does not. Local light yield can be cast in terms of a race to low concentration by two main channels. If diffusion wins, the quenching is terminated but the carriers (excited states) are preserved. If nonlinear quenching beats diffusion, the carriers are lost. To the extent that nonlinear quenching is not terminated by dilution, it will contribute to nonproportionality since \(dE/dx\) always varies along the track. If, in
addition, the competition goes differently at different dE/dx along the particle track (and our simulations say it does) then the nonproportionality is compounded at a second level. In both cases, carrier mobilities emerge as important parameters governing proportionality. We have shown that the diffusive separation of electrons and holes due to unequal mobilities is favored at low dE/dx, especially when holes are immobile (self-trapped) [21]. In this way diffusive band transport of electrons relative to holes on the picosecond time scale can explain why the depression of light yield at low dE/dx is a feature peculiar to halide scintillators and is especially strongly expressed in NaI:Tl, CsI:Tl, and CsI:Na where holes are known to be strongly self-trapped.

3.1 Modeling Method

Time-step finite-element analysis was used to solve for the diffusion and drift currents, electric field, and local carrier concentration in cylindrical symmetry around the track of a charged particle. The equations used are

\[ \vec{J}_s(\vec{r},t) = -D_s \nabla n_s(\vec{r},t) - \mu_s n_s(\vec{r},t) \vec{E}(\vec{r},t) \]  

(7)

\[ \frac{\partial n_s(\vec{r},t)}{\partial t} = -\nabla \cdot \vec{J}_s(\vec{r},t) \]  

(8)

for electrons and an equivalent set of equations for holes, where the variables and constants have their usual meanings. Gauss's law

\[ \nabla \cdot \vec{E}(\vec{r},t) = \frac{\rho}{\varepsilon_0} \]  

(9)

serves to evaluate electric field for insertion back into the diffusion/drift equation. The Einstein relation \( D = \frac{\mu k_B T}{e} \) gives the diffusion coefficients for electrons and
holes in terms of their mobilities $\mu_e$ and $\mu_h$, and the temperature. The static dielectric constant $\varepsilon$ of the material is used in Gauss's law.

The finite-element evaluation is applied to cylindrical shells around a starting distribution which is taken to be a Gaussian radial profile initially identical for electrons and holes. The electron and hole number in each cylindrical shell is updated in each time step according to the diffusion and drift currents across the cell boundaries.

Auger recombination can be included as a quenching channel by adding the 3rd order rate

$$\frac{\partial n(\vec{r}, t)}{\partial t} = -n^3(\vec{r}, t)$$

(10)

to the right side of Eq. (8). Following the approximate treatment of Ref. [22], the concentration $n$ in intrinsic material is taken to refer to free electrons or free holes equivalently.

If carriers are paired as excitons (free, self-trapped, or activator-trapped) at concentration $n_{ex}$, the bimolecular quenching rate due to dipole-dipole Förster transfer can be likewise included in the simulation through the equation

$$\frac{\partial n_{ex}(\vec{r}, t)}{\partial t} = -k_2(t)n_{ex}^2(\vec{r}, t)$$

(11)

where $k_2(t)$ was given in Eq. 3 earlier. This introduces a complication in that the density of carriers paired as excitons, $n_{ex}$, and thus capable of dipole-dipole transfer, is not identical with the density of free carriers in Eqs. (7-10) describing diffusion and free-carrier Auger recombination. This can be handled approximately in simulations based on the single set of 7 equations described above if we can identify a branching ratio of independent to paired carriers. We have previously shown, and summarize below,
that such a ratio comes naturally from the diffusion model in the high gradient of a particle track, as a function of relative electron and hole mobilities. [21]. The concept can be summarized as follows:

When carriers have unequal mobilities in a region of very high concentration gradient, they may find themselves at quite different radial positions after time \( t \), even accounting for electric field effects. We can evaluate the average radial displacement of each carrier type in the model, and use this to predict whether at expiration of the average trapping time, the electron and hole will be found on different activator sites, or on the same site. Thus we can evaluate whether a geminate electron-hole pair will on average become independent trapped carriers undergoing 2\(^{\text{nd}}\) order recombination, or if they will remain paired, subject to 1\(^{\text{st}}\) order kinetics.

![Diagram](image)

**Figure 11** Illustration of the concept of separation of electrons and holes with different mobilities in a strong radial gradient as the basis for diffusion-driven branching from geminate paired to independent carriers at time \( \tau \) of trapping on an activator.

Briefly stated, the average displacement of an electron at position \( \mathbf{r} \) and time \( \tau \) can be evaluated within the diffusion current model as

\[
\overline{d}_e(\mathbf{r}, \tau) = \int_0^\tau \frac{\mathbf{J}_e(\mathbf{r}, t)}{n_e(\mathbf{r}, t)} dt
\]

(12)
and similarly for holes. We will write the average relative displacement of electrons from holes at a given position and time $\tau$ as $\Delta d = |d_e - d_h|$. In the case of an activated scintillator, taking CsI:Tl as the example, an important question is whether carriers trap on different Tl$^+$ producing Tl$^0$ or Tl$^{++}$, or whether they trap together as Tl$^{++}$. Then the time of interrogation $\tau$ should be the average trapping time and we compare $\Delta d$ to the average Tl-Tl spacing to determine probability that the respective carriers are near the same or different Tl$^+$ when trapped. This is different in detail from the question of whether the carriers are independent or paired at times leading up to trapping on activators, but it points the way to similar consideration of the gradient-driven average electron-hole separation compared to exciton radius in a future publication.

### 3.2 Values of the material parameters

The activation energy for STH jumps in CsI (taking the average for 90° and 180° jumps) is 0.20 eV and the frequency factor is estimated to be $5.1 \times 10^{12} \text{s}^{-1}$. [21] At room temperature, these parameters give the STH jump rate in CsI as $1.7 \times 10^9 \text{s}^{-1}$. It will be seen in the results of the simulations that the major redistribution due to diffusion and drift of conduction electrons in CsI is completed to steady state within a few picoseconds. Thus for the relevant time range of these simulations the hole mobility in CsI can be taken as $\mu_h = 0$. The electron mobility in CsI at room temperature is $\mu_e = 8 \text{ cm}^2/\text{Vs}$, measured by a time-of-flight method after 20 ps electron pulse excitation [23]. The static dielectric constant of CsI is $\varepsilon = 5.65$. We specify thallium doping level (0.3%) because of its role in the test for geminate-to-independent branching. Doping with activators can be expected to lower $\mu_e$ below the pure-CsI value, but this is neglected for the present illustration because $\mu_e$ is not directly available for doped CsI.
3.3 Modeling results and discussion

Figure 12 shows carrier diffusion profiles at two different on-axis excitation densities in CsI:TI, chosen to span the range of electron-hole concentrations typically produced from beginning to end of a megavolt electron track: $2.5 \times 10^{18}$ and $2.5 \times 10^{20}$ e-h/cm$^3$. The starting e$^{-}$ radius is 3 nm. The profile plots in the left column of Fig. 12 display electron density $n_e(r, t)$ (cm$^{-3}$) at $t = 0$ (identical for the holes) and at $t_{SS}$, the time at which steady-state balance between drift and diffusion is achieved. The right column displays the radial electron density (cm$^{-3}$) representing the number of electrons (holes) in a cylindrical shell at radial distance $r$, of unit length, per shell thickness $\Delta r$. It is the azimuthal integral $N_e(r, t) = 2\pi r n_e(r, t)$, multiplied by unit track length (1 cm).

![Diagrams of carrier diffusion profiles](image)

**Figure 12** Carrier diffusion profiles at excitation densities of $2.5 \times 10^{18}$ (top panels) and $2.5 \times 10^{20}$ e-h/cm$^3$ (bottom panels) in CsI:0.3%TI. The plots in the left column display electron density...
\( n_e(r, t) \) (cm\(^3\)) at \( t = 0 \) (identical for the holes) and at \( t_{SS} \), the time at which steady-state balance between drift and diffusion is achieved. The right column displays the radial electron density (cm\(^{-1}\)) representing the number of electrons (holes) in a cylindrical shell at radial distance \( r \), of unit length, per shell thickness \( \Delta r \). It is proportional to \( r n_e(r, t) \). The pie charts show branching ratio to independent electrons and holes (blue light shading) or to paired electrons and holes (purple dark shading).

Since the holes don’t move in our model of CsI, and the initial electron and hole distributions are equal, the same two curves can be considered a comparison of the radial distributions of immobile holes and of electrons evaluated at steady-state, respectively. The time to reach steady state depends on the initial excitation density, and can be seen in Fig. 12 to vary from 9.5 ps at the lowest carrier density down to 0.4 ps at the highest density.

In the carrier profile shown for the lower excitation density of \( 2.5 \times 10^{18} \) e-h/cm\(^3\) in Fig. 12, one can readily see that the electrons have considerably outrun the immobile holes before electric field balances the diffusion. This is reflected in the pie chart as 93% independence of electrons and holes when they trap, i.e. on different thallium activators. At the highest plotted excitation density of \( 2.5 \times 10^{20} \) e-h/cm\(^3\), only a small fraction of electrons have managed to outrun the immobile holes, with the great majority confined by the built-in electric field to almost the same profile as the holes. Thus, carriers tend to remain paired at the time of trapping, and this is shown in the pie chart as only 6% independent, but 94% geminate pairs.
Figure 13 The $e^{-1}$ radius of the electron distribution and independent fraction (fraction of geminate pairs torn apart by differential diffusion) are plotted versus dE/dx for CsI:0.3%Tl. The time to achieve steady-state balance between diffusion and drift is 9.4 ps at the lowest dE/dx and 0.29 ps at the highest dE/dx.

In Fig. 13, we plot the 1/e radius of electron concentration versus linear distance along the particle track in CsI after 10 picoseconds, and find that this contour starts with a larger radius early in the particle track, but closes down to approximately the initial track radius as the track end is approached. Also in Fig. 13, we plot the independent fraction of electrons and holes in CsI:0.3%Tl versus dE/dx along the electron track due to diffusion with the widely different $\mu_e$ and $\mu_h$ in CsI. There is a strong tendency for geminate e-h pairs to separate into independent carriers early in the track (low dE/dx), due just to differential mobilities. Conversely, there is a strong tendency for association or pairing toward the end of the track (high dE/dx). These tendencies are in the same direction as the trend discussed by Payne et al that is based on comparison of the electron-hole separation to the exciton Onsager radius [24]. Both phenomena are undoubtedly at work.

The diffusion-driven tendency described here is directly tied to relative hole and electron mobilities, and through that to particular material properties like hole self-
trapping in alkali halides. It suggests an explanation for why the alkali halides in particular express a strong slope of light yield at low dE/dx (high gamma-ray energy). The independent trapped carriers can be more susceptible to quenching and delayed afterglow than are paired carriers (excitons) captured at a single Tl activator.

It was shown in Ref. [22] that high purity germanium (HPGe) at 77 K, with $\mu_h = 42,000 \text{ cm}^2/\text{Vs}$ and $\mu_e = 36,000 \text{ cm}^2/\text{Vs}$ [25], exhibits extremely fast expansion of the track radius with dramatic effect on Auger recombination. The radius expands from 3 nm to 20 nm in 1 femtosecond! As a result, Auger recombination is rendered negligible within 1 fs and at all longer times. Dipole-dipole quenching is insignificant in germanium, so there is virtually no surviving *nonlinear* channel for quenching carriers in HPGe when the carriers are generated within energetic electron tracks and thus are subject to the huge radial concentration gradient driving diffusion. We propose that this is a main reason why semiconductor detectors in general, and HPGe as an outstanding example, are such proportional detectors compared to scintillators. Presently-available scintillators generally cannot compete with semiconductors for high mobility of both carriers.

We have cited extreme cases of low and high mobilities so far. What happens in the intermediate case, where the hole is neither immobile nor equaling the electron mobility? To illustrate, we have set the electron mobility fixed at the CsI value of 8 cm$^2$/Vs, and let the hole mobility vary from 0 up to 8 cm$^2$/Vs. We evaluate the independent fraction for the same three on-axis excitation densities as before and plot the the result versus hole mobility in Fig. 14. It turns out that the result depends on when you evaluate it. The physical meaning of time of evaluation for
independence is: when are the carriers trapped? So we plot the simulations for trapping times of 0.5 ps and 10 ps in the upper and lower panels of Fig. 14 respectively. If hole mobility is much smaller than electron mobility, the independence depends very much on the initial carrier density, and thus on location along the electron track. This predicts non-proportional behavior. If electron and hole mobilities are equal, this model predicts zero independence fraction, implying good proportionality. Particularly at longer trapping times, a modest departure from equal mobilities leads steeply to carrier independence, but notice for longer trapping times (e.g. $t_{\text{trap}} = 10$ ps) that the independence for modest inequality of mobilities is about the same for all $dE/dx$. This also tends to predict proportional behavior.

![Graph showing independent ratio vs. hole mobility for 0.5 ps and 10 ps trapping times.](image)

**Figure 14** Taking the electron mobility fixed at 8 cm$^2$/Vs, the independent fraction of electrons and holes evaluated as described above is plotted versus hole mobility, for two values of the trapping time $\tau$ at which the independent status is evaluated. The top panel is evaluated at
trapping time $\tau = 0.5$ ps, and the bottom panel at 10 ps. The three curves (from top to bottom) in each panel correspond to initial carrier densities $N_{\text{max}} = 2.5 \times 10^{18}$ e-h/cm$^3$, $2.5 \times 10^{19}$ e-h/cm$^3$, and $2.5 \times 10^{20}$ e-h/cm$^3$.

However as the trapping time gets shorter, the same mobility ratio begins to predict a strong dependence on dE/dx. Setyawan et al have compared ratios of theoretical electron and hole band masses in a number of scintillators to experimental measures of proportionality and find that near equality of electron and hole band masses (indicative of mobilities) correlates with better proportionality [26].

**Figure 15** The $e^{-1}$ radius of the electron radial profile, the dipole-dipole quenched fraction of self-trapped excitons, and the independent fraction of electrons and holes (defined earlier), are shown after simultaneous radial diffusion and dipole-dipole quenching with the measured $k_2(t)$ in CsI.

Using the bimolecular quenching rate function $k_2(t)$ measured for CsI in Section 2 of this paper to evaluate quenching and radial diffusion simultaneously within the model described above leads to the results plotted in Fig. 15 versus dE/dx. The results plotted are the $e^{-1}$ radius of the electron profile, the dipole-dipole quenched fraction of self-trapped excitons, and the independent fraction (defined earlier), all evaluated at 10 ps after excitation. The value of dE/dx at the right side of the graph corresponds to on-axis density of $2.5 \times 10^{20}$ e-h/cm$^3$, and the left side to $2.5 \times 10^{18}$ e-h/cm$^3$. The
dipole-dipole quenched fraction rises from near zero at the left side up to a value of 70\% at dE/dx =200 keV·cm²/mg characteristic of track ends. Comparison to Auger recombination with an assumed typical Auger rate constant of 10^{-31} cm^6/s (the value for germanium [27]) shows the dipole-dipole quenching is much stronger in CsI than is Auger quenching with the rate constant assumed, at the same excitation density. The e^{-1} radius profile in Fig. 15 behaves in a more complicated way than in Fig. 13. The only difference is that dipole-dipole quenching is present simultaneously with diffusion in Fig. 15, whereas it was absent in the pure transport simulation of Fig. 13. Examination of the detailed profiles shows that at the higher dE/dx values, dipole-dipole quenching becomes so fast that it eats away the central peak of the radial distribution in a matter of picoseconds and produces a non-gaussian flattened distribution with consequent greater e^{-1} radius.
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ABSTRACT

Intrinsic energy resolution in γ-radiation detectors is limited by nonlinear quenching that varies as the 2nd or 3rd power of local excitation density. Using a numerical model for local light yield depending on measured quenching rates, kinetic order, and carrier mobilities, we employ Monte Carlo simulations of energy deposited at each local excitation density to calculate electron energy response that can be directly compared to Compton coincidence and K-dip experiments. Agreement is found for NaI:Tl and SrI₂:Eu using thermalized carrier diffusion and linear quenched fraction deduced from total light yield. This lays groundwork for testing refinements with recent hot-electron extensions of the model.
In the experimental characterization of energy-resolving scintillator performance, the ratio of total light emission to the initial energy of the electron being stopped, often called electron response, can be measured by several experimental methods including Compton coincidence and K-dip spectroscopy. The Compton coincidence method now implemented in the high-throughput version of the SLYNCI experiment,\textsuperscript{[1]} correlates light yield $Y_e(E_i)$ with total stopping of a Compton electron of initial energy $E_i$. K-dip spectroscopy\textsuperscript{[2]} yields data to lower electron energy by correlating $Y_e(E_i)$ with the kinetic energy of K-shell photoelectrons excited by tunable synchrotron radiation. The scintillator is said to exhibit nonproportionality of response if $Y_e(E_i)$ varies with $E_i$. If so, its energy resolution is degraded by fluctuations in the energy deposition process interacting through the nonproportionality of response.\textsuperscript{[3]}

The physical origin of nonproportional response is generally regarded to start with nonlinear quenching proportional to $2^{nd}$ or $3^{rd}$ power of the excitation density $n$. In the defining rate equation for nonlinear quenching, $n$ is expressed in units of $volume^{-1}$, so the linear spatial rate of energy deposition $dE/dx$ must always be converted to $n$ with a factor of dimension $energy^{-1} length^{2}$ if the nonlinear quenching rate constants $K_2$ and $K_3$ are to be relevant. This dimensional conversion is commonly regarded as dividing $dE/dx$ by a factor $\beta$ times the bandgap and the square of a track radius ($r_{NLQ}$ in Table 1). The radial gradient is very high, so radius, thus $n$, and thus the nonlinear quenching rates $-K_2 n^2$, $-K_3 n^3$ are all functions of time and diffusion coefficients $D_e$, $D_h$, and $D_{eff}$ discussed below.

Refs. [4,5] explored the dependence of numerically simulated local light yield $Y_L(n_0)$ upon the local on-axis excitation density $n_0$ of a track with assumed Gaussian
radial profile. Two major dependences were found: (1) ambipolar carrier diffusion with effective coefficient $D_{\text{eff}}$, and (2) the inequality of electron and hole diffusion coefficients expressed by the ratio $D_e / D_h$ (= mobility ratio $\mu_e / \mu_h$ in thermal equilibrium).\cite{4} Ambipolar diffusion depending on $D_{\text{eff}}$ is universal in all materials and expresses simply how much dilution of $n_0$ occurs by radial diffusion before nonlinear quenching in the track core takes its toll. This governs the roll-off at high $n_0$ as seen at the right hand end of the blue solid curve in Fig. 1.

In parallel with the $D_{\text{eff}}$ dependence, inequality of $D_e$ and $D_h$ produces radial charge separation. This becomes an especially strong effect in halide compounds where self-trapping of holes reduces $D_h$ to the order of $10^6$ cm$^2$/s. Charge separation protects the separated carriers from prompt nonlinear quenching. They can still recombine with light emission during subsequent hopping diffusion under Coulomb attraction. However, diffusion of independent charge carriers in the presence of deep nonradiative traps introduces the hazard of deep trapping, which we characterize by the linear quenched free-carrier fraction $k_1$. Ref. [4] showed that the $n_0$-dependence of an Independent carrier Fraction, $IF(n_0, D_e, D_h)$, leads to a rising slope of $Y_L$ vs. $n_0$, where the slope is proportional to $k_1$ and approximately to $D_e / D_h$. Combined with the falling slope depending on $D_{\text{eff}}$, this produces the hump seen in the blue curve of $Y_L(n_0)$ calculated for NaI:Tl in Fig.1. This hump qualitatively resembles and is responsible for the halide hump seen characteristically in the experimental electron energy response, $Y_e(E)$,\cite{6} of halide materials (those with self-trapped holes). The responsible trends are similar to the Birks and Onsager trends discussed by Payne et al\cite{6}, but the treatment used here admits expression directly in
terms of nonlinear quenching rate constants and diffusion coefficients since it depends on volume energy deposition density $n$ rather than linear energy deposition $dE/dx$ as in Ref. [6].

Unfortunately there are no direct experiments of local light yield $Y_L(n_0)$ over the whole electron track. One must convert $Y_L(n_0)$ to $Y_e(E_i)$ in order to quantitatively compare the local light yield model to experiment. That is the subject of this communication. The lower curves (plotted points) in Fig. 1 are the results of Monte Carlo simulations of the electron energy deposition using Geant4 (version 9.4)[7] at each $n_0$ in NaI:Tl at three different $E_i$ of 100 keV, 20 keV, and 5 keV. The low-energy Penelope electromagnetic models were used with a 100 eV threshold. See supplementary material for validation of Geant4 $dE/dx$ results. The quantity plotted is $F_{e-h}(n_0, E_i)$, the fraction of all excitations occurring in a bin around $n_0$ from an electron of initial energy $E_i$ (typically 200–2000 simulations averaged). Note that both $Y_L(n_0)$ and $F_{e-h}(n_0, E_i)$ are functions of $n_0$. Then the integral

$$Y_e(E_i) = \int_0^{n_0_{\text{max}}} F_{e-h}(n_0, E_i) Y_L(n_0) dn_0$$

(1)
yields the predicted electron energy response for direct comparison to Compton coincidence or K-dip experimental $Y_e(E_i)$.

**Figure 1** Plotted points (left axis) are distributions $F_{e-h}(n_0,E_i)$ of on-axis e-h density $n_0$ for 100 keV, 20 keV, and 5 keV electron tracks in NaI. Solid blue curve (right axis) is local light yield $Y_L(n_0)$ for NaI with $k_1 = 0.47$, $3^{rd}$ order kinetics with $K_3 = 3 \times 10^{-30} \text{ cm}^6 \text{s}^{-1}$, and other parameters in Table I.

In this communication, we present calculated $Y_e(E_i)$ and comparison to experiment for NaI:Tl because it is widely used, and because the necessary input parameters have either been measured or can be scaled from closely similar CsI:Tl as listed and referenced in Table I. We also present calculated $Y_e(E_i)$ for SrI$_2$:Eu because it has exceptional light yield and proportionality.$^{[8]}$ Its exceptional performance is in interesting contrast to NaI:Tl considering that both materials have similar values for most of the parameters relevant in the model of local light yield due to *thermalized* diffusion.
Table I. Tabulated parameters for NaI:Tl and SrI₂:Eu.

<table>
<thead>
<tr>
<th></th>
<th>used NaI:Tl</th>
<th>measured NaI:Tl</th>
<th>method NaI:Tl</th>
<th>Ref.</th>
<th>used SrI₂:Eu</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>0.47</td>
<td>0.47</td>
<td>$LY \leq 1 - k_1$</td>
<td>[10]</td>
<td>0.04</td>
</tr>
<tr>
<td>$K_2 (t)$ (exc.)</td>
<td>NA</td>
<td>$0.7 \times 10^{-15}$</td>
<td>z-scan 5.9 eV</td>
<td>present</td>
<td>NA</td>
</tr>
<tr>
<td>$K_3$ (e-h)</td>
<td>$3 \times 10^{-30}$</td>
<td>$3 \times 10^{-30}$</td>
<td>z-scan 6.1 eV</td>
<td>present</td>
<td>$1 \times 10^{-30}$</td>
</tr>
<tr>
<td>$\alpha$ ($cm^{-1}$)</td>
<td>$4 \times 10^{-5}$</td>
<td>$4 \times 10^{-5}$</td>
<td>thin film</td>
<td>[22]</td>
<td>$4 \times 10^{-5}$</td>
</tr>
<tr>
<td>$r_{NLQ}$ (mm)</td>
<td>3</td>
<td>3</td>
<td>z-scan K-dip</td>
<td>present</td>
<td>3</td>
</tr>
<tr>
<td>$\mu_r$ ($cm^2/Vs$)</td>
<td>10</td>
<td>10</td>
<td>photocond.,</td>
<td>[20]</td>
<td>10</td>
</tr>
<tr>
<td>$\mu_h$ ($cm^2/Vs$)</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
<td>STH hopp 295 K</td>
<td>[23]</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>2.5</td>
<td>2-3</td>
<td></td>
<td>[13,18]</td>
<td>2.3</td>
</tr>
</tbody>
</table>

There are two ways of getting the linear quenched fraction $k_1$ from measurements:

1. calculate it from a model based on concentration of deep traps and their cross section, as well as the range of diffusion through a given set of traps, which depends on thermalization time and velocity of hot electrons, depending in turn on host band structure.\(^9\)
2. Alternatively, one may empirically measure an upper limit for $k_1$ directly from total light yield without a microscopic model. This is the method used to get $k_1$ in the present calculations. The total light yield as a fraction of excitations cannot exceed $1 - k_1$, i.e. $Y_T/Y_{max} \leq 1 - k_1$, where $Y_T$ is the experimental total light yield and $Y_{max}$ is the theoretical limit determined by $\beta E_{gap}$. In NaI:Tl, $Y_T = 38,000$ photons/MeV\(^{10}\) gives $k_1 \leq 0.47$, taken here as $k_1 \approx 0.47$. The calculations assumed 0.1% Tl doping in NaI.
Solving Eq. (1) with the full set of $F_{e,h}$ distributions and the parameters in Table I gives the calculated electron energy response $Y_a(E_i)$ for NaI:Tl shown with black circular points in Fig. 2. Experimental SLYNCI Compton coincidence$^{[1]}$ and K-dip$^{[2]}$ $Y_a(E_i)$ for NaI:Tl are also plotted in Fig. 2. The Compton coincidence curves are the well-known set measured on many different NaI:Tl samples, giving the spread in energy response experimental curves.

![Figure 2](image)

**Figure 2.** Calculated electron response for NaI:Tl and SrI$_2$:Eu (black circles and triangles) compared to data from SLYNCI (red asterisks and crosses) and K-dip (blue squares and diamonds) data. Calculated and experimental data normalized at 70 keV, displaced for visibility.

Similarly, we compare the calculated $Y_a(E_i)$ for SrI$_2$:Eu (black triangles) with both SLYNCI$^{[1]}$ (red dots) and K-dip$^{[11]}$ (blue diamonds). Due primarily to the hygroscopicity of SrI$_2$:Eu, some of its physical parameters used in the diffusion and quenching model have not yet been measured. At least the important $K_3$ and $k_1$ parameters have been measured in SrI$_2$:Eu, and the other parameters have been assigned NaI values. The comparison of SrI$_2$:Eu calculations to experiment thus amounts to a test of the importance of $K_3$ and $k_1$ in determining its electron response relative to NaI.
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STHs have been predicted in SrI₂:Eu,[12] so the assumption of immobile holes is made. SrI₂:Eu has an exceptionally high total light yield of 80,000 ph/MeV, approximately 96% of the theoretical limit.[13] This is consistent with a very small $k_1 = 0.04$, and that has two effects. First, it decreases the magnitude of the hump in electron response, which improves proportionality. Second, it indicates that most carriers will recombine to give light, thus resulting in high light yield. This is in contrast to NaI:Tl which has a large $k_1$, therefore a large hump in electron response and lower light yield.

The first and essential conclusion is that taking NaI:Tl input parameters from experiment in a model of competitive diffusion and quenching predicts $Y_e(E_i)$ in good agreement with experimental data. This seems convincing confirmation of the roles of diffusion and quenching in nonproportionality. In a longer publication we will show the systematic effects of varying each material parameter and calculate $Y_e(E_i)$ for more materials as parameters are measured.

Third order quenching together with the measured $K_3$ contributes to the good match with experiment. This deserves mention, since it will be noted that the $K_2$ rate constant in Table I was not used for calculating electron response. This is experimentally based, since our recent z-scan experiments measured 2$^{\text{nd}}$ order kinetics and a rate constant $K_2$ for a laser photon energy of 5.9 eV that produces only excitons in NaI.[14,15] But using 6.1 eV photons that create free carriers, the quenching kinetics switched to pure 3$^{\text{rd}}$ order with rate constant $K_3$. This should be the applicable kinetics for high-energy electron excitation.

A. Kozorezov et al[16] based part of their study of hot carrier diffusion effects on our thermalized local light yield model,[4] but instead of using the thermalized band-
edge mobilities and diffusion coefficients as here, they point out that electrons are not fully thermalized on the time scale of diffusion that competes with nonlinear quenching in at least the heavier halides. They calculated time dependent diffusion coefficients of the thermalizing hot carriers and applied them in the physical context of Ref. [4] to calculate predictions of a hot electron diffusion and quenching model. Kirkin and Vasil'ev [17] have also recently discussed the importance of non-thermalized electrons in scintillator response, including the effect of multiple LO phonon modes in complex crystals on speeding up thermalization. Additionally, Wang et al [18] have calculated distributions and thermalization effects of hot electrons in the electron track cascade. We agree generally with the reasoning and conclusions of all three groups, and have recently published an extension of our diffusion and quenching model to include hot electron transport, specifically the calculated hot-electron group velocity from band structure in NaI:Tl, SrI₂:Eu, and LaBr₃:Ce [9].

Granting the likely role of hot carriers, the results presented here show how well the thermal diffusion parameters and measured 3rd order quenching rates can already match experiments in NaI:Tl and SrI₂:Eu. From this base, hot-electron modifications of the diffusion parameters and resulting local light yield can be calculated in the form of \( Y_\epsilon(E_\epsilon) \) as described here, to look for improved fit with Compton coincidence and K-dip experiments.
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ABSTRACT

We present the electronic structure, lattice relaxation, and formation energies of iodine vacancy defects in SrI$_2$ for the one-electron, two-electron, and ionized charge states. We use a local generalized gradient approximation as well as non-local hybrid functionals within the framework of density functional theory, as it is commonly accepted that the latter can improve accuracy of the band gap and hence relevant energy levels. Comparison is made to published results on chlorine vacancy defects in NaCl calculated with similar methods and functionals, and also to a recent first-principles study of one- and two-electron occupancy in MgO vacancy centers. Using the parameters that are calculable from first principles in SrI$_2$ as a starting point, we incorporate available experimental data and adaptations of simple models to predict a range of results that can help guide or interpret future experiments such as absorption energy, configuration coordinate curves, vibrational lineshape, thermal trap depth, and Mollwo-Ivey comparison to alkaline-earth fluorides.

Online title figure: Charge density contour in the F center in SrI$_2$. 
1 Introduction

In 2008, SrI$_2$:Eu$^{2+}$ became the focus of intense interest in the search to develop higher resolution gamma-ray scintillation spectrometers [1,2] for use in fields such as chemical and isotope security screening, medical molecular imaging, and high-energy physics experiments. For roughly six decades, monovalent alkali iodide scintillators had remained the stalwart choice for many applications in radiation detection. Their light yield and proportionality (both related to energy resolution [3]) were only modest compared to theoretical limiting values and their response was slow. But even the modest values of the first two performance parameters along with ease of crystal growth were enough to keep them ahead of most competing scintillator materials for much of the six decades. Oxide hosts doped with Ce gave faster response and more rugged mechanical characteristics for medical applications beginning from about 1990 [3-5], but still at generally lower light yield (until very recently [6]) and comparable or lower resolution than the alkali halides.[3] Under mounting needs for a breakthrough advance in sensitivity and gamma energy resolution, the discovery of the tri-valent metal halide scintillators LaCl$_3$:Ce$^{3+}$ and LaBr$_3$:Ce$^{3+}$ [7,8] finally approached close to theoretical maximum light yield [3] and achieved resolution unprecedented in a scintillator to that time. Then the detailed experimental re-examination and development starting from 2008 of SrI$_2$:Eu$^{2+}$ scintillation (first discovered decades earlier by Hofstaedter [9]) set a new record in scintillator performance with arguably the best combined light yield and proportionality achieved to date [1-3]. It was soon followed with other discoveries of similar high performance in combined light yield and proportionality, e.g. BaBrI:Eu$^{2+}$
[10], CsBa$_2$I$_5$:Eu$^{2+}$[10], Cs$_2$LiLaBr$_6$:Ce$^{3+}$[11], Cs$_2$LiYCl$_6$:Ce$^{3+}$ [12]. Interestingly, those recent top performers so far are always in host crystals describable as multivalent or complex metal halides.

This distinctive dependence of scintillation performance on the host crystal structure, first noted by Payne et al in summarizing survey measurements of a large number of materials [13], is an interesting puzzle in its own right. We have recently proposed [14] that a main reason for the better performance of complex halides over simple alkali halides involves both hot electron transport within the dense ionization track and the concentration and properties of deep electron traps in the host. Together, the diffusion distance, trap concentration, and capture cross sections determine a linear quenched fraction $k_1$, which was shown in Refs. [15,16] to be a controlling factor in both nonproportionality and the total light yield. Part of the motivation of this paper is to gain understanding of electron traps contributing to the size of $k_1$ in what is arguably the pre-eminent representative of the high-performance new multivalent halides, SrI$_2$:Eu$^{2+}$. According to a numerical model of interacting defect traps and carrier diffusion in high concentration gradients of electron traps [15,17], and also an analysis by the method of rate equations [18], $k_1$ acts both to scale the “halide hump” in measurements of light yield versus initial electron energy and to limit the maximum light yield. Elimination of deep traps and other causes of linear quenching of electrons ($k_1$), could in principle eliminate the halide hump, which is the main contributor to poor proportionality of alkali halide scintillators, and also increase the potential light yield to very high values [16]. One immediately wonders if the main material advantage of SrI$_2$:Eu$^{2+}$ as a scintillator host over, e.g., alkali halides might just be a particularly low concentration or cross
section of defects serving as deep electron traps in SrI$_2$. In any case, as a divalent halide, SrI$_2$:Eu$^{2+}$ is the next step up in chemical complexity from the alkali halides, bringing a very remarkable change in properties for a short step in chemical complexity but a large step in structural complexity.

With this motivation, we want to characterize the properties of some of the expected common lattice defects in SrI$_2$. As it turns out, SrI$_2$ is extremely hygroscopic, and until recently it was moderately difficult to grow good crystals. As a result of these complicating experimental factors and the absence of a strong driving interest until the recent need for improved gamma detectors, there is very little known about defects in SrI$_2$. Thermoluminescence measurements have been performed [19]. However, optical absorption and EPR spectroscopy of native or radiation induced lattice defects in SrI$_2$ are basically absent. The first optical absorption spectroscopy on SrI$_2$ that has been performed in our laboratory is on short-lived species induced by band-gap excitation [20]. The first “defect” calculations on SrI$_2$ up to now are of an intrinsic transient species, self-trapped excitons [21]. Experiments to introduce and study conventional lattice defects in SrI$_2$ are being planned, but meanwhile this seems a good occasion for first principles electronic structure theory to lead experiment.

Chen et al. [22] reported results on chlorine vacancy defects in NaCl calculated with similar methods and functionals to those we employ here. Their work provides a useful validation of the accuracy and appropriateness of the computational methods in a similar ionic material where experimental data are abundant. In discussing the data, we will be interested in finding what may be viewed as extensions of behavior seen in the simpler alkali halides, but also new features or characteristics due to the divalent cations
and more complex crystal structure. It is anticipated that spectroscopic defect data on SrI$_2$ will soon be coming from a number of laboratories. The present calculated predictions should be of help in planning experiments and interpreting the data. Finally, comparison of fully interpreted data with the calculations will provide a retrospective validation or route to improvement of the calculation methods as applied in this material class.

Another useful comparison will be drawn between three types of crystals exhibiting one- and two-electron vacancy centers. In SrI$_2$, the one- and two-electron centers are termed F and F$^-$ respectively in the common nomenclature, where lattice-neutral trapped electron defects are designated F centers. One important case for comparison is the one- and two-electron vacancy centers in MgO, termed F$^+$ and F respectively. These were the subject of a recent first-principles calculations [23] of optical spectra using the GW approach and the Bethe-Salpeter equation aimed partly at elucidating the experimental observation [24] that the one- and two-electron centers in MgO have almost identical first optical absorption transitions, i.e. the optical binding energy of the second electron in the vacancy is almost the same as that of the first one. This might seem at first counter-intuitive in a static-lattice Coulomb potential picture. We encounter a similar result on examining the optical binding energies of one- and two-electrons in the iodine vacancy of SrI$_2$. This affects how F and F$^-$ centers both behave as deep electron traps in SrI$_2$ and so feeds back to the practical consequences for scintillator performance.
2 Material parameters and calculation methods

2.1 Crystal structure and experimental parameters

The crystal structure of SrI$_2$ is orthorhombic, space group Pbca (No. 61 of the International Tables of Crystallography), with lattice constants 15.22, 8.22, and 7.90 Å, respectively [25]. The experimental band gap of SrI$_2$ is still being refined, and seems to be converging to about 5.5 eV. Experimental and theoretical values of band gap since 2008 have been quoted as 3.7 eV estimated from absorption and luminescence spectra in thick samples [2], 4.5 eV calculated in DFT with Engel-Vosko GGA[26], 5.7 eV synchrotron luminescence excitation[27], ≥ 5.1 eV measured in transmission of a 100 µm crystal [28], and ≈ 5.5 eV deduced from the 1s exciton dip in synchrotron radiation luminescence excitation with estimated 0.26 eV exciton binding energy from dielectric constant [29].

Another experimental parameter that will be used in later analysis and discussion is the LO phonon frequency. Cui et al measured Raman spectra and reported the highest $A_g$ mode to be 124.5 cm$^{-1}$ [30], i.e. the highest-frequency zone-center phonon $\omega_{LO} = 2.6 \times 10^{13}$ s$^{-1}$ in SrI$_2$.

2.2 Computational methods

Our ab-initio calculations are carried out in the projector augmented wave framework in the Vienna ab-initio simulation package (VASP) [31,32]. We employ both screened and unscreened hybrid functionals (HSE06 [33] and PBE0 [34]) and compare the results to the Perdew-Burke-Ernzerhof (PBE) parametrization of the generalized gradient approximation (GGA) [35]. The mixing fraction is 0.25 for both hybrid
functionals and the screening parameter used for HSE06 is 0.2 Å⁻¹ following Ref. [33]. The kinetic cut-off energy is 300 eV. A self-consistency convergence criterion of 1 × 10⁻⁶ eV is used for all calculations and the structures are relaxed until all force components are less than 0.01 eV/Å. The bulk properties of ideal SrI₂ are calculated with the primitive unit cell of 24 atoms. A Γ-centered 2 × 4 × 4 Monkhorst-Pack k-point mesh is applied for all three exchange-correlation (xc) functionals. To simulate the iodine vacancy, we choose a 1 × 2 × 2 supercell which is roughly cubic in overall shape containing 96 atoms, and remove one iodine atom from a site as specified below. For the defect calculations we use a Γ-centered 2 × 2 × 2 Monkhorst-Pack k-point mesh for GGA-PBE, and only Γ point calculations for hybrid functionals due to the computational complexity. To test the effect of this economization, we calculated with HSE06 the perfect crystal energy with a 2 × 4 × 4 sampling in a unit cell and with 1 × 1 × 1 sampling in the supercell specified above. The energies differed by 1.7 meV/atom. There are two distinguishable iodine sites at the 8c Wyckoff positions: site 1 (−0.202,−0.108,−0.163) and site 2 (0.202,0.108,0.163). We have calculated the formation energy for both of them and they differ by ~0.2 eV. In the current paper, all the results correspond to the lower energy iodine vacancy unless specified otherwise.

2.3 Finite supercell size corrections

In the supercell approximation there are spurious interactions between the defects [22,36,37]. For charged neutral defects, the strain energy is the leading error and scales roughly with $L^3$ [38,39], where $L$ is distance between the periodic defects. Makov and
Payne considered the convergence of the energy of charged species in periodic systems and established a correction on the basis of a multipole expansion as follows. \[ E_f(L) = E_f(L \to \infty) - \frac{\alpha_{M_d} q^2}{2e_L} - \frac{2\pi q Q}{3e_L^3} + O(L^{-5}) \quad (1) \]

where \( q \) is the charge of the defect, and \( Q \) is the quadrupole moment. The leading term corresponds to the monopole-monopole interaction and can be analytically determined from the Madelung constant \( \alpha_{M_d} \) of the Bravais lattice of the supercell and the static dielectric constant of the material. Because the F center is lattice-neutral, only small inward displacement of the nearest \( \text{Sr}^{2+} \) ions occurs on relaxation, so no correction is needed. For the charged iodine vacancies, we choose 5 different supercells with different sizes (containing 48, 96, 144, 288, 432 atoms respectively) and relax the structures for both F\(^-\) and F\(^+\) center using GGA-PBE. We calculate the monopole-monopole interaction terms for each of them explicitly using the calculated static dielectric constant tensor \[41\] and extrapolate the corrected data assuming an \( L^{-3} \) dependence. Here \( L \) is defined as the cubic root of the supercell volume. Note that this term contains both the quadrupole term of the Makov-Payne scheme and the strain energy \[36\]. The resulting total correction terms for the F\(^-\) and F\(^+\) center of 0.22 eV and 0.06 eV respectively are applied to the hybrid functional results when specifying defect formation energies.

### 2.4 Chemical potentials, formation energies and thermodynamic transitions

We assume that the crystal is in equilibrium with a reservoir of strontium metal (fcc crystal) and molecular iodine (orthorhombic crystal). The formation energy of an iodine vacancy at charge state \( q \) is \[22,36,37\]
\[ \Delta E = E_d - E_{\text{lat}} + \Delta \mu_I + \mu_{\text{I(solid)}} + q(E_{\text{VBM}} + E_F) \]  

(2)

where \(E_d\) is the total energy of a supercell containing one iodine vacancy in charge state \(q\), \(E_{\text{lat}}\) is the total energy of the perfect supercell. \(E_{\text{VBM}}\) and \(E_F\) are valence band maximum (VBM) and electron Fermi energy respectively. To simulate the energy cost of removing one electron from VBM, one needs a sufficiently large supercell to reach the dilute limit.

The chemical potential of the iodine reservoir crystal is \(\mu_{\text{I(solid)}}\). \(\Delta \mu_I\) is the change in chemical potential of iodine from the reservoir upon incorporation in \(\text{SrI}_2\). \(\Delta \mu_{\text{Sr}}\) is the analogous chemical potential change from the strontium reservoir. The formation enthalpy of the \(\text{SrI}_2\) crystal is thus

\[ \Delta H_{\text{SrI}_2} = \Delta \mu_{\text{Sr}} + 2\Delta \mu_I \]  

(3)

\(\Delta \mu_I\) can vary from \(\frac{1}{2} \Delta H_{\text{SrI}_2}\) in the Sr-rich limit up to 0 in the iodine-rich limit. The thermodynamic transition energy, defined by the value of the electron chemical potential at which the charge state of the vacancy changes from \(q\) to \(q'\), is given by the following expression [22,37].

\[ E(q'/q) = \frac{E_d(q) - E_d(q')}{{q'} - q} - E_{\text{VBM}} \]  

(4)

3 Results

3.1 Crystal structure and experimental parameters

The bulk properties of the ideal crystal are listed in Table I. All three functionals overestimate the lattice constants. PBE0 predicts the smallest deviation of the unit cell volume from experiment. Use of the PBE0 functional produces a close match with the experimental bandgap discussed in section 2.1 above.
Table 1 Lattice constant, deviation of the unit cell volume from experiment, and bandgap ($E_g$) calculated using three different xc functionals.

<table>
<thead>
<tr>
<th>lattice constant (Å)</th>
<th>ΔV(%)</th>
<th>$E_g$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>b</td>
<td>c</td>
</tr>
<tr>
<td>GGA</td>
<td>15.63</td>
<td>8.31</td>
</tr>
<tr>
<td>HSE06</td>
<td>15.53</td>
<td>8.28</td>
</tr>
<tr>
<td>PBE0</td>
<td>15.46</td>
<td>8.28</td>
</tr>
<tr>
<td>Expt.</td>
<td>15.22$^a$</td>
<td>8.22$^a$</td>
</tr>
</tbody>
</table>

$^a$Ref. [25]; $^p$Ref. [29]

3.2 Defect formation energies and thermodynamic transition energies

Figure 1 Formation energies of vacancies at iodine sites 1 and 2 under Sr-rich conditions calculated using the PBE0 functional are plotted in (a) and (b). Dashed lines correspond with results as calculated before finite-size correction for charged defects, solid lines indicate results after the correction. The crossing points between F center and charged centers indicate the positions of the thermodynamic transition energies.

The formation energies at the Sr-rich limit for three different charge states as a function of Fermi energy calculated from PBE0 are plotted in Fig.1. Note that there are two distinguishable iodine sites in the crystal -- site 1 has four nearest Sr ion neighbors and site 2 has three nearest Sr ion neighbors. The F center at site 1 has $\sim$0.2 eV lower formation energy than at site 2, so we focus on the type 1 site in the rest of the paper. We can see from Fig. 1 that the thermodynamic transition energies $\varepsilon(+/0)$ and $\varepsilon(0/-)$ are both within the band gap, which suggests the stability of all three charged states of iodine.
vacancy when the Fermi energy is varied within the band gap. We can also see that the finite size correction widens the region of stability for the neutral F center.

In Fig. 2, the thermodynamic transition energies calculated using the three different density functionals are compared. The $\epsilon(+/0)$ level increases from 2.8 eV to 3.74 eV as the band gap widens from GGA-PBE to PBE0, however the energy window between $\epsilon(+/0)$ and $\epsilon(0/-)$ remains similar.

![Figure 2](image)

**Figure 2** Thermodynamic transition energies between the $q = +1, 0,$ and $-1$ charge states of the iodine vacancy with respect to the lattice are denoted by the dashed lines.

The calculated formation energies for the iodine vacancy in different charge states are listed in Table 2, for the Fermi energy at the VBM. The dependence of formation energies on choice of functional is more significant for the charged centers. Similar trends have been found in NaCl in Ref. [22].

<table>
<thead>
<tr>
<th></th>
<th>Sr rich</th>
<th></th>
<th>I rich</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GGA</td>
<td>HSE06</td>
<td>PBE0</td>
<td>GGA</td>
</tr>
<tr>
<td>F</td>
<td>0.698</td>
<td>0.661</td>
<td>0.647</td>
<td>3.248</td>
</tr>
<tr>
<td>$F^+$</td>
<td>$-2.295$</td>
<td>$-2.903$</td>
<td>$-3.292$</td>
<td>0.255</td>
</tr>
<tr>
<td>F</td>
<td>4.07</td>
<td>4.636</td>
<td>4.996</td>
<td>6.620</td>
</tr>
</tbody>
</table>

Table 2 Formation energies (eV) of iodine vacancies in different charge states calculated with different functionals at Sr rich and I rich limits. The Fermi energy is set at $E_{VBM}$. All results are corrected for finite size effect.
3.3 Lattice relaxation and electron density contours around the iodine vacancy

It can be seen in Table 3 that the nearest-neighbor \( \text{Sr}^{2+} \) ions around the F center remain almost at the perfect lattice distance, since the F center with one unpaired electron is lattice neutral in \( \text{SrI}_2 \). In the \( \text{F}^+ \) center, the electron bound to the iodine vacancy has been removed, leaving an effective positive charge at the vacancy. The nearest neighbor \( \text{Sr}^{2+} \) ions relax outward due to the net repelling potential, and the unoccupied defect level moves closer to the CBM and delocalizes more. When the vacancy is doubly occupied as in the \( \text{F}^- \) center, the nearest neighbor \( \text{Sr}^{2+} \) ions see a negative charged potential at the vacancy and relax inward accordingly, as seen in Table 3. Their positive charge and the shrinking confinement cage they represent keeps the doubly occupied defect level well localized despite its negative charge and brings the energy down.

**Table 3** Average nearest neighbor \( \text{Sr}^{2+} \) distance from the vacancy center in the relaxed structures of iodine vacancy in \( \text{SrI}_2 \) in different charge states calculated in a 96 atom supercell. The last column lists configuration coordinate force constants deduced in Section 3.4.

<table>
<thead>
<tr>
<th></th>
<th>average nearest ( \text{Sr}^{2+} ) distance (Å)</th>
<th>( \gamma ) (eV/Å²)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GGA</td>
<td>HSE06</td>
</tr>
<tr>
<td>( \text{F}^+ )</td>
<td>3.74</td>
<td>3.72</td>
</tr>
<tr>
<td>( \text{F}^- )</td>
<td>3.38</td>
<td>3.38</td>
</tr>
<tr>
<td>( \text{F}^- )</td>
<td>3.12</td>
<td>3.00</td>
</tr>
<tr>
<td>crystal</td>
<td>3.40</td>
<td>3.39</td>
</tr>
</tbody>
</table>

Figure 3 compares the energies of the valence band maximum (VBM), each defect level of specified charge \((-1,0,+1)\), and the conduction minimum (CBM) for each of the three functional choices. The defect level of the \( \text{F}^- \) center is doubly occupied, and for the
F⁺ center it is unoccupied. In spin-polarized calculations, the F center has one spin level occupied (Fₘ₁) and the other unoccupied (Fₘ₂).

**Figure 3** Energy levels relative to $E_{\text{VBM}}$ calculated with different xc functionals. For the F center, spin-polarization is turned on and both occupied (Fₘ₁) and unoccupied opposite-spin (Fₘ₂) levels are shown. Black levels are occupied and red, unoccupied.

It can be seen in Fig. 3 that both electrons of the F⁻ center in SrI₂ are almost as deeply bound as the single electron of the F center. Furthermore, the isosurface plots in Fig. 4 show that the spatial confinement of the two electrons in the central vacancy of the F⁻ center is almost the same as in the single F electron. In fact, the Bader analysis below shows that the two electrons in the F⁻ center are confined in a smaller central distribution than the F center electron. This can be explained by the strong role of the inward relaxing divalent Sr²⁺ ions responding to and stabilizing the net negative charge in the F⁻.

The similarity of the F and F⁻ energy levels in Fig. 3 despite the net charge difference is suggestive of the case of F⁺ and F centers in MgO addressed in a very recent first principles study [23] and earlier experiments [24]. In MgO (with divalent anion and cation), the absorption bands of the F⁺ center (one electron) and lattice-neutral F center (two electrons) are almost superimposed. In SrI₂, the F (one electron) and F⁻ (two electron) absorption transitions are similarly close to the same energy.
Fig. 4 shows the charge density contours of the occupied (gold) and unoccupied (red) defect states. Figures on the left show the contour representing 2% of the maximum density; on the right, 10% of the maximum.

![Fig. 4](image)

**Figure 4** Electron density contours for iodine vacancy centers in SrI$_2$ in charge states of F, F$^-$, and F$^+$. Gold and red denote the occupied and unoccupied defect contours at isosurface levels of 2% (left) and 10% (right). Ions are I-purple, Sr-green.

Henkelman et al. have established a method using Bader analysis to separate the atoms in a crystal according to their electronic charge density [42-44]. In Table 4, we show the integrated electron density at the vacancy and the minimum distance from the vacancy to the Bader surface for the iodine vacancy electron density distribution. For the F$^-$ center, the hybrid functionals predict smaller volume of the iodine vacancy relative even to the F center, which is consistent with the results of the vacancy – nearest neighbor Sr$^{2+}$ ion distance shown in Table 3. More electron density is confined within the
smaller vacancy volume predicted by hybrid functionals. This suggests stronger tendency for localizing electronic states compared to semilocal functionals in which self-interactions are more dominant.

Table 4 Results of the Bader analysis, listing integrated electron density within the Bader surface, $D_{\text{Bader}}$, in units of $e$, and the minimum distance from the vacancy to the Bader surface, $d_{\text{min}}$ (Å).

<table>
<thead>
<tr>
<th></th>
<th>GGA-PBE</th>
<th>HSE06</th>
<th>PBE0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{\text{Bader}}$</td>
<td>$d_{\text{min}}$</td>
<td>$D_{\text{Bader}}$</td>
<td>$d_{\text{min}}$</td>
</tr>
<tr>
<td>$F^+$</td>
<td>0</td>
<td>2.128</td>
<td>0</td>
</tr>
<tr>
<td>$F$</td>
<td>0.709</td>
<td>1.911</td>
<td>0.732</td>
</tr>
<tr>
<td>$F^-$</td>
<td>1.417</td>
<td>1.911</td>
<td>1.459</td>
</tr>
</tbody>
</table>

3.4 Configuration coordinate diagram

For first-principles input toward determining approximate optical transitions and vibrational lineshapes (rather than a full Bethe-Salpeter approach as done recently for the $F$ and $F^+$ centers in MgO [23]) we calculated approximate configuration coordinate curves from the first-principles energies of each of the three defect charge states in the following way. The finite-size corrected formation energies in each different charge state were first calculated at the energy-minimized lattice configuration using PBE0. To describe the procedure farther, we focus specifically on the $F$ center as the ground state and the $F^+$ center as its ionization limit. The complete set of coordinates of the ground state $F$ (1s) and the ionization limit ($F^+$) are denoted as $Q_0$ and $Q_+$ respectively. We linearly interpolate these two lattice configurations (for all ions) by using 15 intermediate interpolations along the lattice configuration gradient defined by $Q_0$ and $Q_+$ as two endpoints. The $F$ and $F^+$ energies are then calculated at each of the fixed intermediate
lattice configurations. The energy values as a function of interpolated Q are plotted as points superimposed on the fitted F and F$^+$ parabolas in Fig. 5 and can be seen to match the parabolas very closely. From this fit, we can extract the effective force constant $\gamma$, which is listed for each charge state in Table 3 and will be used for calculating vibrational wave functions in Section 4.3.

The configuration coordinate curves for the F center as ground state and the F$^+$ center as its ionized state are plotted in Fig. 5. The true horizontal axis is the interpolated configuration coordinate Q involving all ion positions. In the lower axis label, this is referred to as configuration coordinate even though it is not representing a specific normal mode. To give a numerical feel, we also plot in Fig. 5 the average nearest-neighbor Sr$^{2+}$ distance from the vacancy ($R_{nn}$) appearing in each Q configuration of the F center ground state. But this does not imply that the energy change is a function of changing only the nearest-neighbor distance. The Q for the F$^-$ ground state will be along a somewhat different line in configuration space than for the F center ground state.

![Figure 5 Interpolated configuration coordinate diagram for the F, F$^-$, and F$^+$ centers in SrI$_2$. The Fermi energy is set at the CBM. Finite size corrections are applied. Solid black parabolas fitted to the calculated points represent the F and F$^+$ energies along the linearized relaxation path between their equilibrium configurations. Dashed red curves give similar representations of F$^-$ and F energies.](image-url)
4 Discussion

A framework of formation energies, lattice relaxation, charge contour, optical and thermal ionization limits, and curvature (effective force constant) of the configuration coordinate diagram were given by the first principles calculations discussed above. In order to compare to available experiments, or in the case of SrI$_2$ mostly to prepare for future experiments, we will now go sometimes outside the first principles DFT methods to finish deducing values of transition energies to bound excited states, vibrational lineshape of the transitions, comparison to a particle-in-a-box model by so-called Mollwo-Ivey plots, and activation energies of thermoluminescence. These predictions follow from first principles calculations as the first step, then are supplemented by model extensions and some additional experimental data. At present, they are mostly ahead of experiment in SrI$_2$. However, some of the same first-principles computational methods have been used for chlorine vacancy centers in NaCl where experimental data do exist. Comparison to experiment in NaCl can provide guidance on which of the xc functional choices are most successful for ionic vacancy defects, and outline the approximate error achieved between theory and experiment. On this basis we will carry over the best NaCl defect calculation methods after confirmation against experiment to the (ground-breaking) predictions about iodine vacancy centers in SrI$_2$.

4.1 Photo-ionization limit and optical absorption transitions of the F center

Figure 6 shows again the calculated F center configuration coordinate curves based on results with PBE0 hybrid functionals. It now includes additional labels and markings to be referenced in the present discussion. The vertical transition from A to B
represents the optical ionization limit of the F center in the calculated results for SrI$_2$. In the literature on alkali halide F centers [45,46], the “F band” optical transition is associated with the transition labeled 1s→2p in a hydrogenic model analog of the F center. There is a higher energy “K band” in the optical absorption spectrum that is interpreted as the unresolved envelope of all 1s→np transitions for n = 3, 4, . . . . ∞. The transition A → B in Fig. 5 represents 1s→∞p in this terminology, and is the essential input provided here from the first principles calculation. For comparison to the F band transition in optical absorption, we need to deduce the 1s-2p energy. The effective mass hydrogenic model for shallow trapped electrons predicts transition energies to p-states of principle quantum number n according to [45]

$$\Delta E_{1s→np} = \frac{e^4 m^*}{2\varepsilon^2 \hbar^2} \left(1 - \frac{1}{n^2}\right) \quad (5)$$

This is useful for shallow trapped-electron centers in solids and for conceptual discussions of F centers, but it is not accurate on its own for the F center. A shortfall of Eq. 5 for F centers is that their radial extent is too small for effective mass theory to apply in the ground state and the effective dielectric constant is between the optical limit for the ground state and tending toward static $\varepsilon_0$ for the excited states. One is then left with $m^*/\varepsilon^2$ in Eq. 5 being an undetermined parameter. In the present treatment, we rely on the first principles calculation to provide the 1s→∞p limit of Eq. 5, thus in an approximate sense determining the undetermined $\varepsilon$ parameter. We interpolate Eq. 5 to estimate the 1s→2p transition energy consistent with the calculated ionization limit. The fact that $m^*/\varepsilon^2$ in Eq. 5 still changes somewhat for different transitions is becoming a smaller correction in a
smaller quantity than if $\varepsilon$ were required to specify the scaling from a full hydrogen Rydberg of 13.6 eV, as in earlier attempts to apply Eq. 5 without first principles input.

Following the recipe summarized above, the predicted F band absorption transition (1s → 2p) in SrI$_2$ is estimated to be 75% of the ionization limit calculated from first principles, i.e. $\Delta E_{F(1s\rightarrow2p)} = 1.67$ eV. This transition of the F center in SrI$_2$ is sketched in Fig. 5, where the interpolated F(2p) potential curve is approximated with a broken line.

Reference [22] presented a configuration coordinate diagram for NaCl analogous to Fig. 5. As we have also done, they evaluated the transition energy $A \rightarrow B$ from the F center vertically to the unrelaxed F$^+$ center using three different choices of DFT $xc$ functionals, GGA, HSE06, and PBE0. However, they compared the ionization transition $A \rightarrow B$ (1s → $n\infty$) directly to the F band absorption transition in NaCl, $\Delta E_F = 2.77$ eV. Comparing this experimental transition energy in the same column of their Table V with the calculated ionization limits appeared to make the HSE06 prediction of 2.56 eV look better than the PBE0 prediction of 3.50 eV. Similarly, the HSE06 prediction of 1.07 eV recombination emission from the NaCl F$^+$ state to the F(1s) defect ground state was compared to experimental 0.98 eV emission, which is actually from the relaxed F(2p) state. Comparison to recombination from the ionized state rather than the relaxed excited state made HSE06 look much more successful in matching experiment than PBE0, which predicted 1.88 eV for recombination from ionization. The emission energies will be discussed below and are listed with absorption energies in Table 5.
The calculated black solid configuration coordinate curves for the F center and its ionization limit $F^+$ are reproduced from Fig. 5. The interpolated $F(2p)$ excited state is represented according to the discussion above, in order to illustrate the main absorption and emission transitions that should be compared to experiment. The square of the lowest vibrational wavefunction calculated according to Section 4.3 is plotted in preparation for calculating the F band lineshape in Fig. 7.

What we want to point out, with some importance for applications of the various xc functionals to SrI$_2$ in the present paper, is that PBE0 gives much better predictions for the experimental absorption transition energy in NaCl if the deduction of $1s \rightarrow 2p$ F band transition energy is done by the procedure outlined above before comparing to the experimental transition. The experimental emission energy falls between the HSE06 and PBE0 predictions in NaCl. The results for F band ($1s \rightarrow 2p$) absorption energies deduced from the Chen et al. [22] calculation of the $1s \rightarrow \infty p$ ionization limit for NaCl F centers are shown in Table 5.

**Table 5** Transitions $E_a$ and $E_e$ from Ref. [22] multiplied by the 0.75 factor discussed above before comparison to experiment. The last column notes that ZPL from Ref. [22] is the thermal trap depth of the F center, $\Delta E_{F,th}$.

<table>
<thead>
<tr>
<th></th>
<th>$E_a$ [22]</th>
<th>0.75 $E_a$</th>
<th>$E_e$ [22]</th>
<th>0.75 $E_e$</th>
<th>ZPL $\Delta E_{F,th}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1s \rightarrow \infty p$</td>
<td>2.03</td>
<td>1.52</td>
<td>0.65</td>
<td>$\geq 0.49$</td>
<td>1.19</td>
</tr>
<tr>
<td>$1s \rightarrow 2p$</td>
<td>2.56</td>
<td>1.92</td>
<td>1.07</td>
<td>$\geq 0.80$</td>
<td>1.70</td>
</tr>
</tbody>
</table>

---

**Figure 6** The calculated black solid configuration coordinate curves for the F center and its ionization limit $F^+$ are reproduced from Fig. 5. The interpolated $F(2p)$ excited state is represented according to the discussion above, in order to illustrate the main absorption and emission transitions that should be compared to experiment. The square of the lowest vibrational wavefunction calculated according to Section 4.3 is plotted in preparation for calculating the F band lineshape in Fig. 7.
The experimental emission band is from the F(2p) relaxed excited state to the F(1s) unrelaxed ground state. The relaxed excited state equilibrium configuration is between $Q_0$ and $Q_r$. The factor applied in the table above is 0.75 to take account of the excited state being 2p rather than $\infty p$ (ionized, F$^+$). The “$\geq$” notation is used on the corrected emission energies because the lattice configuration of the F(2p) excited state is displaced from the F$^+$ equilibrium configuration. The approximate F(2p) potential curve is suggested schematically in Fig. 6 by the dashed qualitative excited state curve.

4.2 Thermal trap depth of the F center and thermoluminescence data

Referring again to Fig. 5, we review the distinction between the optical trap depth (A→B) and the thermal trap depth (A→C). The optical trap depth can be measured experimentally by photoconductivity spectroscopy or by analysis of the optical absorption series limit. Its final state is on the unrelaxed F$^+$ potential curve, meaning the crystal with one vacancy per supercell, at the local lattice configuration $Q_0$ with an electron at the conduction band minimum. This can be equivalently denoted CBM($Q_0$) as in Fig. 6. The thermal trap depth from the minimum of the F center ground state (point A in Fig. 5) to the minimum of the F$^+$ potential curve (point C) can in principle be measured experimentally by thermoluminescence or thermally stimulated current spectroscopy. In the motivating context of this paper, thermoluminescence is important because of its well-established utility for diagnosing scintillator defect properties [47]. In the case of SrI$_2$ discussed in the Introduction, its good scintillation performance seems to imply a
small linear quenched fraction $k_1$ [15], and one circumstance giving small $k_1$ could be if the dominant electron traps such as F centers have small thermal depths. Thus evaluating the F and F\textsuperscript{-} thermal depths in SrI\textsubscript{2} is one of the practical goals of this paper. The thermal trap depth of the F center can be directly obtained from the first principles calculation. It is the energy of relaxed F\textsuperscript{+} minus the energy of relaxed F. For SrI\textsubscript{2} using PBE0, it is $\Delta E_{F,\text{th}} = 1.56$ eV ($1.17$ eV for F\textsuperscript{-} center).

The values of thermal trap depth that can be deduced from the calculations by Chen et al. [22] are listed in the last column of Table 5. They labeled this value as ZPL for zero-phonon line. However, our calculated vibrational ground state of the F center in SrI\textsubscript{2} (Section 4.3) shows that there will not be a zero-phonon line associated with optical transitions to the ionization limit nor with the F band (1s→2p) spectrum, and experiments in NaCl have established that there is no ZPL observable from its F center either. These are both cases of strong linear coupling to the lattice. In any case, the energy values of the last column in Table 5 also correspond to thermal trap depth as defined above, and from the calculated results of Ref. [22], we label them as $\Delta E_{F\text{th}}$ in the second-line column title.

In SrI\textsubscript{2}, thermoluminescence is one of the first defect spectroscopies other than luminescence that has been published [19]. Yang et al. found 9 thermoluminescence peaks in the temperature range 50 K to 259 K, and none in the range 260 K to 550 K. The highest activation energy (thermal depth) in the measured range was 0.431 eV for the 255 K peak. The others were lower than 0.28 eV. None of these are a good match for the calculated F center thermal trap depth in SrI\textsubscript{2}. This suggests that the F center and F\textsuperscript{-} center likely function as deep electron traps (effectively quenchers) in SrI\textsubscript{2} after all. The reason for small $k_1$ in SrI\textsubscript{2} and other complex halides may lie elsewhere [14, 48]. It has often
been found in thermoluminescence of alkali halides that the F centers are destroyed by more mobile species including halogen interstitial atoms or other hole species before releasing their trapped electrons. Thermoluminescence trap depths for release of electrons from F\(^-\) centers were measured in NaF, NaCl, and LiF as 0.72, 0.62, and 1.06 eV, respectively [49].

### 4.3 Vibrational wavefunctions and modeled optical absorption bands of F and F\(^-\) centers in SrI\(_2\)

The configuration coordinate diagram in Fig. 6 has a lower potential curve (F center ground state) that is customarily approximated as quadratic in a configuration coordinate \(Q\) representing a single most important interacting vibrational mode (usually the symmetric breathing mode).

\[
E_{FG}(Q) = \frac{1}{2} \gamma Q^2 \tag{6}
\]

In the present case of first-principles energies minimized for full lattice relaxation at the (e.g. F and F\(^+\)) endpoints, \(Q\) is a configuration coordinate in the comprehensive sense of a single parameter labeling configurations of all ions in the lattice. We have fit Eq. 6 to the calculated lower CC curve to determine the effective force constants as listed in Table 3. For example, \(\gamma = 8.58\) eV/Å\(^2\) in the F center ground state. In Fowler’s compilation of data on F centers in alkali halides, the local mode frequency that fits the F-band width in each alkali halide is about 1/2 of the LO phonon frequency in that crystal [45]. The basic reason is that the ions neighboring a vacancy with an electron partly in it and partly out see much softer restoring force in breathing mode vibration than the ions surrounding a normal lattice site with a hard rare-gas configuration halide ion in the
center. Cui et al. [30] have measured Raman spectroscopy from which the highest LO phonon frequency in SrI$_2$, $\omega_{LO} = 2.34 \times 10^{13}$ s$^{-1}$, is determined. For comparison, $\omega_{LO} = 2.0 \times 10^{13}$ s$^{-1}$ in RbI, where Sr mass is adjacent to Rb. The F center local mode frequency in RbI is $\omega_A = 1.0 \times 10^{13}$ s$^{-1}$ [45]. Scaling in the same way for SrI$_2$, we arrive at the estimate $\omega_A = 1.17 \times 10^{13}$ s$^{-1}$ for that case. From $\omega_A$ and $\gamma$, the effective mass $M$ of the mode is found from $\omega_A^2 = \gamma/M$.

The ground state vibrational wavefunction is, in one dimension appropriate to a single normal mode,

$$\psi_{n=0}(Q, \gamma, \omega_A) = C \exp\left(-\frac{\gamma}{2\hbar\omega_A}Q^2\right)$$  \hspace{1cm} (7)

The probability $\psi_{n=0}^2(Q, \gamma, \omega_A)$ based on $\gamma$ from first principles and $\omega_A$ scaled empirically from the experimental highest $\omega_{LO}$ in SrI$_2$ is plotted in Fig. 6.

By comparing the width of the vibrational wavefunction to the displacement $\Delta Q$ between the F(1s) and F(2p) minima, we can see that there will be no zero phonon line. The ground state vibrational wavefunction projects up onto the highly excited upper-state vibrational wavefunctions with strong peaks at their classical turning points. We have not done the full vibrational overlap calculation, but regard each classical turning point at high $n$ to be a delta function at that point on the F(2p) curve. In this way, we produce the modeled approximate F(1s$\rightarrow$2p) absorption lineshape in SrI$_2$ at low temperature shown in Fig. 7.
Figure 7 Modeled low-temperature optical absorption bands of F (black solid) and F (red dashed) centers in SrI₂.

Figure 7 also plots the lineshape of the F(1s→2p) transition (red dashed) obtained in the same way from the F⁻ configuration coordinate curve and the F curve as its ionization limit. Although Table 3 shows that there is considerable softening of the configuration coordinate curves in the sequence F⁺, F, F⁻, the degree of softening (fractional change in force constant γ) is about the same at each stage of the sequence, so the band width is predicted to be similar for both the F and F⁻ first absorption transitions. This is similar to what is found experimentally for the one- and two-electron transitions (F⁺ and F) in MgO, and different from alkali halides like NaCl, where the F⁻ transition is significantly wider than the F.

The difference in one-electron and two-electron anion vacancy transition energies in the sequence MgO, SrI₂, and NaCl is ~0.05 eV, ~0.4 eV, and ~0.34 eV. These are experimental and approximately as calculated in MgO and NaCl, but so far only calculated in SrI₂.

4.4 Comparison to a particle-in-a-box model and other halide crystals in Mollwo-Ivey plots
It has been well known in the F center literature that a particle-in-a-box model works reasonably well, maybe even surprisingly well, for predicting variation of the 1s→2p F center transition from crystal to crystal. The point ion potential in the vicinity of the anion vacancy is a flat-bottom well (at the Madelung energy) inside the radial region bounded by the nearest-neighbor cations, and at larger radii it oscillates up and down at each alternate shell of anion and cation neighbors, respectively, with diminishing amplitude. But most of the electron density (70 % in SrI$_2$) lies within the nearest-neighbor cation bounds, as we have already seen, and so the early developers of the particle-in-a-box model [45,50,51] tried the simple case of an infinite 3-dimensional square well of radius a defined as the distance from the vacancy center to the nearest-neighbor cations. In that model [45,50,51] the 1s→2p transition energy is

$$\Delta E_{1s-2p} = \frac{3\pi^2 \hbar^2}{8ma^2}$$

(8)

What counts is the $1/a^2$ dependence, meaning that the F center transition energy should, in this simple model, scale from crystal to crystal as approximately the inverse square of the nearest-neighbor distance. The log-log plot to test whether a power law relation is seen is known as a Mollwo-Ivey plot. In the cubic rock-salt alkali halides, a good linear relation is obtained with the exponent $-1.84$ [45,51]. Williams et al. [52] made a Mollwo-Ivey plot for both F center and STE absorption transitions in the alkaline-earth fluorides BaF$_2$, SrF$_2$, CaF$_2$, and MgF$_2$, where the fluorite structures of the first three have a unique nearest-neighbor distance, but MgF$_2$ has a noncubic structure and three cation neighbors of the vacancy at two slightly different distances. In that case, the average nearest-neighbor cation distance was used, and the F centers in all 4 crystals...
formed a good linear Mollwo-Ivey plot, however with exponent $-3$. To see how SrI$_2$ fits with the four alkaline earth fluorides, we simply plotted our 1.52 eV and 1.73 eV calculated F center transition energies predicted from HSE06 and PBE0 results, respectively, at the calculated 3.38 eV nearest-neighbor Sr$^{2+}$ distance on the same graph as the alkaline-earth fluoride crystals[52]. The resulting plot is shown in Fig. 8. Considering that the alkaline-earth fluoride F band energies are experimental and SrI$_2$ calculated, the plot is not bad. If we keep the solid line with slope $-3$ that fit the alkaline-earth fluoride crystals, the extended fluoride F band line actually intersects the SrI$_2$ nearest-neighbor distance at an energy prediction of about 1 eV rather than our calculated 1.73 eV PBE0 result. On the other hand if we enforce the slope of $-2$ dictated by the particle-in-a-box model, the dashed line fits CaF$_2$, SrF$_2$, and calculated SrI$_2$ rather well, while MgF$_2$ and BaF$_2$ lie farther off. When experimental optical absorption data on SrI$_2$ F centers finally emerge, it will be interesting to see whether DFT hybrid functional theory or particle-in-a-box hits it closer.

\[ \text{Figure 8} \] Peak energies of F center optical absorption bands of MgF$_2$, CaF$_2$, SrF$_2$, and BaF$_2$ from Ref. [52] together with first principles results from this work for SrI$_2$ are plotted on logarithmic scales as functions of average nearest-neighbor cation distance.

5 Conclusions
Upon comparing results to available lattice constant and band-gap data for SrI$_2$ and upon analyzing the results of corresponding calculation methods in NaCl for comparison to experimental F center optical transitions, we conclude at the first step that DFT with PBE0 hybrid functionals gives the best predictions of available experimental data for these ionic crystals and their vacancy defects relative to the other approaches tried with GGA-PBE and HSE06. Then continuing with the DFT-PBE0 method, we calculated iodine vacancy defect formation energies in the charge states $q = +1, 0, \text{and } -1$ relative to lattice neutrality, and thermodynamic transition energies between them, predicting stability versus Fermi level. We used an interpolation scheme to construct configuration coordinate diagrams for the F and F$^-$ centers based on the first-principles defect energies at lattice configurations along the linearized configuration path from the potential minimum to the ionized equilibrium configuration for each of the defect charge states. Thermal trap depth and optical trap depth are directly obtained from first principles. Furthermore, construction of the configuration coordinate diagram permits determination of the effective ground and ionized state force constants from fitting the first-principles potential curves. This allows calculating the ground-state and ionized-state defect vibrational wave functions for prediction of optical lineshapes. Departing from first principles methods, but using the results noted above to remove large uncertainties surrounding appropriate $\varepsilon$ and $m^*$ parameters in the simple hydrogenic model of F center optical transitions, we were able to use that model to make interpolations of excited state energies based on the 2.31 eV energy interval from ground to ionized state of the defect rather than the 13.6 eV Rydberg basis of the full hydrogenic model. In this way the uncertainties in excited state energies of the F center become of a
tolerable size to make meaningful comparisons and predictions with experiments. For example, the vibrationally broadened 1s→2p optical absorption of the F band in SrI$_2$ was predicted, as a simpler alternative to the GW and Bethe-Salpeter predictions of F$^+$ and F bands as has been used in MgO [23], another crystal with divalent alkaline earth cations. The prediction of similar optical binding energies for the one-electron F and two-electron F$^-$ centers in SrI$_2$ corresponds interestingly to the calculation [23] and experiments [24] for the one-electron F$^+$ and two-electron (lattice neutral) F centers in MgO. There are far fewer existing experimental data on SrI$_2$ than on MgO or NaCl, so many of our detailed predictions are just that – predictions waiting for the experiments which should be coming soon given the recently realized importance of SrI$_2$:Eu$^{2+}$.
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ABSTRACT

Several outstanding questions, including why complex halide scintillator host structures allow higher light yield and flatter electron energy response than simple monovalent metal halides, have remained unanswered by current models of luminescence in dense ionization tracks. Our measurements of nonlinear quenching kinetic order, recent literature on hot electron transport in scintillators, and calculations presented here of hot electron velocity from band structure of SrI$_2$ and NaI, lead us to expand our previously described diffusion and nonlinear quenching model to include hot-electron transport. Trends in multivalent versus monovalent metal halides, heavier versus lighter halides, and halides versus oxides versus semiconductors can be predicted based on optical phonon frequency, thermalized band edge mobilities, velocity in the upper conduction bands, and hole self-trapping.
Because excitation density changes dramatically along the track of a slowing electron, luminescence quenching that depends non-linearly on excitation density is regarded as the root cause for non-proportionality between light emission and initial electron energy. If diffusion of the excitations (carriers) can occur, then the track radius and hence local carrier concentration, \( n \), becomes dependent on diffusion coefficients of the carriers. The numerical simulations of thermalized diffusion and nonlinear quenching by Li et al. [1-3] showed two primary trends: (a) For all scintillator materials and semiconductor detector materials, there is a competition between the rate of radial ambipolar diffusion diluting the value of \( n \) and therefore the rate of nonlinear quenching that increases as the \( 2^{\text{nd}} \) or \( 3^{\text{rd}} \) power of \( n \). (b) For scintillators with large disparity of \( \mu_e \) and \( \mu_h \), especially halide materials with self-trapping of holes, charge separation is produced by diffusion in the radial gradient of the track. This was shown to predict the halide hump of electron energy response, which is a peak in light yield vs Compton electron energy [4], corresponding to a peak in local light yield vs \( n \). In the model, its size scales both with the disparity of \( \mu_e \) and \( \mu_h \) and with the linear quenched fraction \( k_f \) due to deep trapping of free carriers [3].

Wang et al. have conducted Monte Carlo simulations of the spatial distribution of electrons and holes produced by the primary electron cascade including thermalization by phonon emission [5,6]. Assuming that holes in halide materials self-trap instantaneously at the point of production in the cascade, they found a hole distribution with radius 2.8 nm in NaI [7]. Some of the hot conduction electrons were found to be transported considerably farther out, of order 100 nm in CsI where they calculated thermalization time of 7 ps due to its low LO phonon frequency [5,6].
Kozorezov et al. [8] take into account screening and a bottleneck of phonon energy transport from the track, finding somewhat slower thermalization time and from it, an electron-temperature-dependent (thus time-dependent) ambipolar diffusion coefficient. Kirkin and Vasil'ev [9] have also recently calculated thermalization and hot diffusion effects on scintillation response, finding that multiple optical phonon modes in complex structures should speed thermalization. Hot electron range before thermalization depends both on the thermalization time, studied in Refs. [5,6,8,9], and on the speed ($v_h$) of hot electrons of a given energy, studied in this letter. Refs. [5,6,8,9] used parabolic effective mass approximations of hot electron speed.

The physical parameters that are important in a model of thermalized diffusion and nonlinear quenching, such as band-edge effective mass, nonlinear quenching rate constants, and even thermalization time, are in fact rather similar in NaI and SrI$_2$. Those parameters do not seem to support the dramatic differences [4] that are observed Xin the light yield and proportionality of these two materials. However, Fig. 1(a) illustrates at least one dramatic physical difference between NaI and SrI$_2$. It is the flatness of the energy bands throughout the hot-electron range. SrI$_2$ has lower group velocity on average throughout the hot electron range compared to NaI. To quantify this, we have calculated the magnitude of group velocity averaged over the Brillouin zone as a function of energy, using density functional theory. The electronic structures are calculated using VASP [10] with exchange-correlation functionals parameterized by Perdew-Burke-Ernzerhof (PBE) using generalized gradient approximation (GGA) [11]. The group velocity distribution was calculated following the method applied by
Gnini et al. to SiO$_2$ [12]. The $\langle v_g \rangle$ distributions are plotted in Fig. 1(b) along with the parabolic band effective mass approximation of velocity ($m_e^*/m_0 = 0.226$ and 0.276 respectively, in NaI and SrI$_2$).

![Figure 1](image)

**Figure 1** Comparison in NaI and SrI$_2$ of (a) conduction band structure, (b) group velocity distribution vs. energy, and (c) schematic representation of electron track cross sections in halides with self-trapped holes at the core, and thermalization range of hot electrons represented by the larger radial distributions.

Wang et al. [5,6] and Kozorezov et al. [8] calculated 2-ps and roughly 10-ps electron thermalization times respectively, in NaI. Being an iodide as well, SrI$_2$ may be expected to have a roughly similar thermalization time, which we assume for the present purpose of comparing effects of $\langle v_g \rangle$ alone.

We have drawn qualitative representations in Fig. 1(c) of the hot electron radial range (outer distribution) which then defines the distance of thermalized diffusion by electrons traveling back to recombine with the track core of self-trapped holes. The randomly placed dots represent deep electron traps, such as iodine vacancies.
Since the hot electrons in SrI$_2$ did not go out as far before thermalization due to smaller $v_g$, they should encounter fewer deep traps on the way back to recombination, for assumed equal concentration and cross sections of traps in both materials. The material with smaller hot electron range (here SrI$_2$) will have a smaller linear quenched fraction $k_I$. Since $k_I$ sets an upper limit on Light Yield by LY $\leq 1 - k_I$, and since Ref. [3] showed that the halide hump in electron response is proportional to $k_I$, SrI$_2$ is predicted to have the better light yield and flatter electron response based solely on hot electron range. In a full treatment, precise thermalization time in SrI$_2$ by the methods of Refs. [5,6,8,9] should also be included.

To generalize the present results from the specific pair of NaI and SrI$_2$, we look for reasons that the whole class of heavier multivalent halides should have lower hot electron group velocity than the alkali iodides, to match the observed electron energy response [4]. The multivalent metal halides generally have a more complex basis and larger real-space unit cells than the simple monovalent halides. In the case of SrI$_2$, the 24-atom unit cell is much more complex and has lower symmetry than NaI, and one way to understand its flatter conduction bands is because of more frequent flattening at intersections with the smaller Brillouin zone boundaries as well as additional avoided crossings interior to the reduced Brillouin zone of the 58 bands packed between $E_{cbn}$ and $E_{cbn} + E_{gap}$. In addition, many of the multivalent halide scintillators contain lanthanum. We have calculated band structures and group velocity distributions of LaCl$_3$ and LaBr$_3$, finding that the La 4f levels contribute a dense and flat set of bands about 3.5 eV above $E_{cbn}$, thus low average group velocity in that range.
In Fig. 2, the criterion at the top level is whether hot electron thermalization is fast compared to the picosecond scale of nonlinear quenching. If so, there will be thermalized carriers diffusing with band-edge mobilities during nonlinear quenching and the model of Refs. [1-3] should apply. In that model, the effective ambipolar diffusion coefficient $D_{\text{eff}}$ of electron-hole pairs is the important criterion, indicated at the second-level branching on the left side. Since excitons are expected to be formed from the thermalized carriers, 2\textsuperscript{nd} order quenching kinetics such as exciton-exciton Förster transfer can be expected in the oxide scintillators. As shown in Ref. [3], the materials with large $D_{\text{eff}}$ have flat electron response curves because the excitations can rapidly escape the track core where nonlinear quenching would be most severe. The conventional oxide scintillators are on the right branch (small $D_{\text{eff}}$) at the second level of the rapidly thermalizing branch. As was shown in Ref. [3], excitons in the oxides linger near the track core subject to nonlinear quenching, so the oxides display the Birks roll-off of light yield vs. local excitation density discussed by Payne \textit{et al.} [4].
Figure 2 How classes of general behavior in electron energy response (curves) and light yield (LY) illustrated along the bottom may result from physical parameter values: \( \omega_{LO} \) deciding electron thermalization rate -- fast to the left with thermalized diffusion versus slow to the right with hot free carriers; subsequent branching in the thermalized half is governed by band-edge diffusion coefficient \( D_{eff} \) [3]; whereas the non-thermalized half is controlled by hot-electron velocity and range depending on host structure.

The right-hand branch at the top is toward low \( \omega_{LO} \), thus slow thermalization of hot carriers, thus free carriers during nonlinear quenching, and therefore 3\(^{rd}\) order Auger quenching should be expected. The scintillators with low \( \omega_{LO} \) comprise most of those with anions heavier than oxygen or fluorine and cations heavier than lithium. The second level branch on the right is between small and large hot electron group velocity \( v_g \), corresponding to small and large hot-electron range. Thermalization rate (top level) [5,6,8,9] combines with group velocity (second level) to determine hot electron range. If hot electrons have a small thermalization range, their collection in the electric field of the self-trapped holes in the track core will not encounter many traps. Thus light yield will be high and the halide hump (proportional to \( k_1 \) [3]) will be small. Furthermore, 3\(^{rd}\) order quenching kinetics
contributes in its own right to a flatter electron response and higher total light yield, to be shown in a forthcoming publication.

Experimental evidence for the top-level branch between 2\textsuperscript{nd} order quenching in oxides \textit{versus} 3\textsuperscript{rd} order quenching in iodides has recently been obtained in our laboratory, using an above-gap \textit{z}-scan method to measure the amount and kinetic order of nonlinear quenching as a function of the density \( n \) of excitations produced. In SrI\textsubscript{2} and NaI, the nonlinear quenching is 3\textsuperscript{rd} order in excitation density \( n \) when the laser photon energy is sufficient to create free carriers [13,14]. This is experimental confirmation of the slow thermalization of conduction electrons in the iodides relative to the time scale of nonlinear quenching. The only oxide scintillators whose nonlinear quenching kinetics we have measured so far are BGO (Bi\textsubscript{4}Ge\textsubscript{3}O\textsubscript{12}) [14] and CdWO\textsubscript{4} [2], and both were found to exhibit 2\textsuperscript{nd} order quenching.

Our first conclusion, stated as a hypothesis to be tested by measurements and calculations on more materials, is that heavier halide hosts exhibit 3\textsuperscript{rd} order (free carrier) kinetics of nonlinear quenching due to slow thermalization (low \( \omega_{LO} \)), while most oxides (and fluorides) exhibit 2\textsuperscript{nd} order kinetics of nonlinear quenching because their high \( \omega_{LO} \) mediates fast thermalization followed by carrier pairing. The second conclusion of this letter is that hot electron group velocity from electronic structure combines with thermalization time to determine hot electron range and the broad trends among scintillator hosts that are associated with it.
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[10] Calculations used the ab-initio total-energy program VASP (Vienna Ab-initio Simulation Program) developed at the Institut für Materialphysik of the Universität Wien.
This following manuscript is in preparation for publication. Qi Li performed all first principle calculations. Qi Li and R. T. Williams analyzed the results and prepared the manuscript.
LaBr$_3$:Ce is a recently found scintillator material with exceptional light yield and proportionality. The merits of this material are further enhanced with 160 ppm Sr co-doping. Our thermalized and hot electron transport model suggests the carrier capturing mechanism and efficiency on defects is crucial to scintillator performance. In this paper, we calculate the electronic structures and of the Ce activator, Sr-F$_A$, and F center from density functional theory. Formation energies and optical transition energies are derived. The capturing cross-sections and rates are calculated and analyzed in a carrier transport model.
1. Computational details

Our first principles calculations are carried out in the projector augmented wave framework in Vienna Ab-initio Simulation Package (VASP) [1,2]. For La and Ce 4f electrons, we employ DFT+U techniques to correct the position of these levels. $U_{\text{eff}}$ is selected to be 10.3 eV for La 4f [3] and 2.5 eV for Ce 4f [4]. Hybrid functional PBE0 [5] calculations are performed for its stronger ability of charge localization, the mixing factor is chosen as 0.25. In order to obtain more accurate relative energy level positions, G0W0 approximation is used on top of the single particle energies and wavefunctions from DFT+U. The kinetic energy cutoff is 400 eV. All calculations are converged to a self-consistency criterion of $1 \times 10^{-6}$ eV and force tolerance of 0.01 eV/Å. The defective systems are simulated in a 96 atom supercell with a $2 \times 2 \times 2$ Monkhorst-Pack K-mesh sampling. The Ce$^{3+}$ activator is substituted for one La$^{3+}$ in the supercell, which corresponds to a 4% doping level. The F center is simulated by one Br vacancy in the supercell. The electron deficiency of Sr$^{2+}$ relative to La$^{3+}$ for which it substitutes can exist as a hole in the Br valance band, or as a charge-compensating defect such as an adjacent Br$^-$ vacancy. The latter complex of Sr$^{2+}$ and adjacent Br$^-$ vacancy would be called a Sr-F$^-_A^+$ center in color center terminology. Calculations of a complex made by removing a neutral Br$^0$ atom adjacent to substitutional Sr$^{2+}$ were also made. This is termed as a Sr-F$_A$ center. Finally, I also calculated the Sr-F$^-_A^{++}$ center, where an additional electron is removed from a Br$^-$ ion adjacent to a Sr-F$_A^+$ center. This amounts to an extrinsic self-trapped hole (STH). In the latter two complexes, there is an overall charge in the
supercell, -1 in the Sr-F_A center and +1 in the Sr-F_A^{++} center. These charges were balanced by introducing a uniform charge of opposite sign.

2. Results and discussion

2.1 Bulk material

The bulk LaBr_3 has an 8 atom P63/m hexagonal unit cell, calculated band gap is 3.55 eV with GGA+U and 5.42 eV with PBE0, both underestimates the experimental band gap of 5.9 eV [6]. Calculated optical dielectric constant is 4.39/4.39/4.80, showing a slightly anisotropic feature.

2.2 Electronic structure and charge localization

In Fig. 1, the charge density contours of the F center and Sr-F_A center in different charge states, as well as the (Ce^{3+})^* excited state, is plotted at the same isosurface level of 0.001 e/bohr^3. We can readily see the major difference between the F^+ hole orbital consisting of localized La-5d orbitals and the F_A^{++} hole orbital consisting of more delocalized Br-4p orbitals. The geometric configuration the of Sr-F_A^{++} center exhibits a slight self-trapped hole like feature, and it has a hole binding energy of about 1.4eV according to PBE0 results. The relatively delocalized hole state might account for a large capturing cross-section. This can be tested quantitatively in the future and is crucial to the fact that 160 ppm Sr doping has a prominent impact on the electron response of this material. The electron and hole charge contours of (Ce^{3+})^* shows the features of Ce-5d and Ce-4f orbitals clearly.

2.3 Formation energies
The formation energies are calculated. For example the formation energy $E_f$ of Ce-activators in Br-rich condition is (1):

$$E_f = E_{\text{defect}} - E_{\text{host}} + \Delta \mu_{\text{La}} + \mu_La - \Delta \mu_{\text{Ce}} - \mu_{\text{Ce}} + q(E_{\text{VBM}} + \mu_e)$$

$$\Delta \mu_{\text{La}} + 3 \Delta \mu_{\text{Br}} = \Delta \mu_{\text{LaBr}_3}$$

$$\Delta \mu_{\text{Ce}} + 3 \Delta \mu_{\text{Br}} = \Delta \mu_{\text{CeBr}_3}$$

$$\Delta \mu_{\text{Br}} = 0$$

where $E_{\text{defect}}$ and $E_{\text{host}}$ are the total energies of the defective system and the host material in the same supercell without the defect, $\Delta \mu_{\text{La}}$ is the formation enthalpy of La, which is limited by the formation enthalpy of LaBr$_3$ in the second line. In Br-rich condition, the formation enthalpy of Br is set as zero. $q$ is the charge state of the defect, $E_{\text{VBM}}$ is the position of valance band maximum and $\mu_e$ is the electron Fermi energy, which is treated as a variable between zero and one band gap.

In Fig. 2, the formation energies of four defects are plotted in Br-rich and Br-poor conditions respectively. In either case, the 4 defect systems we are studying have lower formation energies in their negative charge states. Therefore, they naturally prefer to exist in the host material in neutral or negative charge states during crystal growth and serve as hole traps.
Fig. 1  Electron/hole density contours of (a) F center, (b) F\(_{A}^{+}\) center, and (c) (Ce\(^{3+}\))\(^{*}\) in different charge states denoted in the figures. Green, brown, red, and blue represent La, Br, Ce, and Sr atoms respectively. All the contours are plotted at isosurface level of 0.001 e/bohr\(^3\), purple contours are for unoccupied hole orbitals and yellow contours are for electron orbitals.
2.4 Energy levels and carrier transport analysis

The calculated relevant energy levels from GGA+U and PBE0 of the defect levels in different charge states located inside the fundamental band gap are plotted in Fig. 3. The results from these two different functionals are qualitatively similar. In general, PBE0 results are most accurate in terms of determining these relative energy levels. The \( F_A^{++} \) hole level is slightly lower than lowest Ce 4f levels, which means the shallow-trapped holes on \( F_A^+ \) centers are able to eventually land on the Ce centers through tunneling process for example. Our hypothesis of carrier transport in Sr co-doped LaBr\(_3\):Ce is as follows: holes are promptly trapped on Sr-\( F_A^+ \) centers due to their large cross-section. The hot electrons with decent upper conduction band group velocity separate from the trapped holes. The existence of the trapped holes form a positive line charge near the center of the electron track helps guide the electrons to drift back and find the holes tunneling to the Ce\(^{3+}\) centers.
This process is similar to the characteristic charge separation and drift back mechanism that happens in materials like NaI and CsI. These materials have intrinsic self-trapped holes (STH) and fast hot electrons [6]. The charge separation limits the range of the carrier diffusion and ensures the 3\textsuperscript{rd} quenching feature of these materials, this is the fundamental reason why alkali halides have generally high light yield among all scintillators. \(\text{LaBr}_3:\text{Ce}\) itself is already an exceptional scintillator in terms of proportionality and light yield due to its low 3\textsuperscript{rd} order quenching rate and the efficiency of (Ce\textsuperscript{3+})\textsuperscript{5d-4f} transition. We believe the Sr co-doping helps \(\text{LaBr}_3:\text{Ce}\) to obtain the additional merits that only halide materials with self-trapping holes had before.

**Fig. 3** Defect energies levels of \(\text{F}_\text{A}\) center, \(\text{F}\) center, and Ce activator in different charge states calculated from GGA+U and PBE0. Red solid lines are for occupied levels and blue dashed line for unoccupied levels.
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ABSTRACT

We present a first principles investigation based on density functional theory for alkali halides to predict the formation energies and temperature phase diagram as a function of composition. Special quasi-random structures (SQS) are used to present the alloy systems. We show that the alloying introduces complexity to the band structures and limits overall hot electron group velocity. Based on our hot electron transport model of scintillator materials, this effect has prominent significance for scintillator nonproportionality. Finally, self-trapped exciton and self-trapped hole formation and energy transfer to activators are discussed.
1. Introduction

A. Gektin et al recently directed attention to phenomenological evidence compiled over the last two decades of improved scintillation light yield achieved near the 50% composition point of mixed crystals relative to the two pure-crystal end points [1]. This phenomenon has been noted in at least 10 different solid solution systems. Gektin et al have offered a reason based on limiting hot electron diffusion range so that electrons are more likely to stop within the Onsager radius of the hole, making a geminate pair. They suggested that modification of the phonon spectrum and electron scattering, inhomogeneity of the solid solution, and Anderson localization in the mixed crystal could be responsible factors for the improved light yield of the mixture [1]. Solid solutions such as BaBrI:Eu from the already high-performance family of alkaline earth iodides have been developed and studied by E. Bourret-Courchesne et al. [2] The mixed crystal appears to have higher light yield than the end points and certainly has improved water resistance and mechanical properties relative to the BaI$_2$ end point. We will discuss a theoretical basis for anticipating improved proportionality as well as light yield in solid solutions of certain systems, particularly alkali iodides, based on concepts introduced in Refs. [3,4]. Solid solutions based on NaI and similar alkali halides are attractive to consider in more detail because the end point compositions are cheap and easy to grow. If some of this quality can be preserved while reaping improved light yield and possibly improved proportionality of the mixture, one version of the goal of better performance at the low price of NaI:Tl might be attainable by such a route. We intend to thoroughly explore the fundamental trends in scintillator material properties within the chosen model.
system by theoretical and experimental means, and early results are presented in this paper.

The alloys are simulated by special quasi-random sturctures (SQS’s). [5] We first take NaBr$_x$I$_{(1-x)}$ and Na$_{(1-x)}$K$_x$I as examples to illustrate how alloying affects the electronic structures. Br-p and I-p orbitals hybridize near the valence band top of NaBr$_x$I$_{(1-x)}$, while Na-s and K-s orbitals modify mainly the conduction band bottom. Group velocities as a function of energy are compared among the alloys and hosts.

2. Computational details

2.1 First-principles calculations

Density functional theory (DFT) calculations were carried out in the projector augmented wave pseudopotentials [PAW] and exchange-correlation functionals as parametrized by Perdew-Burke-Ernzerhof [PBE] within the generalized gradient approximation using the Vienna ab initio simulation package (VASP). We employed 16-atom SQS for band structure and group velocity calculations and 64-atom SQS for formation enthalpies. Gamma-centered 6×6×6 and 3×3×3 Monkhorst-Pack k-mesh are used for lattice relaxation of 16-atom cells and 64-atom cells respectively to ensure all the calculations converge within 1 meV/atom with respect to k-point sampling. A self-consistency convergence tolerance of 1×10$^{-6}$ eV is used for all calculations and the structures are relaxed until all the force components are less than 0.01 eV/Å. The lattice parameters are relaxed with the shape of the supercells fixed.
2.2 Group velocity and electron/hole effective mass

Group velocities of NaBr_{0.5}I_{0.5} and Na_{0.5}K_{0.5}I are calculated as a function of energy by averaging over the Brillouin zone (BZ). Using k-space coordinates, we can express them as follows:

\[ g(E) = \frac{2}{(2\pi)^3} \sum_n \int_{BZ} \delta(E - E_n(k))d^3k \]  

(1)

\[ v^2_g(E)g(E) = \frac{2}{(2\pi)^3} \sum_n \int_{BZ} \mathbf{v}_n^2(k)\delta(E - E_n(k))d^3k \]  

(2)

where \( g(E) \) is the density of states, \( n \) is the band index, \( \mathbf{v}_n(k) = (1/h)\nabla_k E_n(k) \), and the factor 2 accounts for the spin degeneracy. The k-point sampling for group velocity calculations is 32\times32\times32.

The effective masses for electrons (\( m_e^* \)) and holes (\( m_h^* \)) are calculated from the 2\textsuperscript{nd} derivative of energy with respect to k-vector at conduction band minimum and valence band maximum, which are at Γ-point for NaBr_{0.5}I_{0.5} and Na_{0.5}K_{0.5}I and their hosts. We average the inverse of the three diagonal elements (1/\( m_{xx} \), 1/\( m_{yy} \) and 1/\( m_{zz} \)) to get \( m_e^* \) and \( m_h^* \). For the host materials, the VBM contains multiple degenerate bands. We average the masses of these degenerate bands to get \( m_{h1}^* \) and average the inverse masses to get \( m_{h2}^* \) in Table I.

2.3 Formation enthalpy and phase diagram

Formation enthalpies are calculated as [6]

\[ \Delta H(A_{1-x}B_xC) = E(A_{1-x}B_xC) - xE(BC) - (1-x)E(AC) \]  

(3)
where \( E(A_1,B,C) \) is the total energy of the ternary structure of composition \( x \) and \( E(AC) \) and \( E(BC) \) are the total energies of the two binary constituents. The phase diagrams are calculated as in Ref. [6].

3. Results and Discussion

3.1 Electronic structures and group velocities of \( \text{NaBr}_{0.5}\text{I}_{0.5} \) and \( \text{Na}_{0.5}\text{K}_{0.5}\text{I} \)

To make direct comparison of the electronic structures between the ternary alloys and their hosts, we generated a 16 atom SQS for \( \text{NaBr}_{0.5}\text{I}_{0.5} \) and \( \text{Na}_{0.5}\text{K}_{0.5}\text{I} \), and used the exact same cell for the host materials. In Fig. 1, the band structures and the partial density of states are plotted. It is clearly shown that the hybridization of p-orbital of Br and I dominates in \( \text{NaBr}_{0.5}\text{I}_{0.5} \), which breaks more degeneracies and makes more profound change to the valence band. In comparison, in \( \text{Na}_{0.5}\text{K}_{0.5}\text{I} \), mixing of cations introduces significant Na-4s and K-3d hybridization in the conduction band. In addition, more compact K-3d orbitals dominate the conduction band of the ternary, resulting in an overall “flatter” conduction band. In Fig. 2, the electron/hole group velocities of the ternaries and the host materials are plotted against energy relative to conduction band minimum (CBM). According to Ref. [3] based on our hot electron transport model, an ideal scintillator should have modestly low hot electron group velocity and high band edge electron mobility, together with self-trapping holes (STH) preferably. The most important shortcoming that limits the resolution of NaI scintillator radiation detectors is that the fast hot electrons are thrown out up to a radial Gaussian range of \( \sim 50 \) nm compared to the initial Gaussian distribution of 3 nm. Upon thermalization, these electrons have to travel back to recombine with the holes while in danger of getting
trapped by deep electron traps such as F centers. With mixing cations, we can obtain crystals with significantly lower overall hot electron mobilities as shown in Fig. 2. In Table I, the band edge electron effective masses of the ternaries are calculated and compared to their hosts. We can see that the change of electron effective masses is very limited due to crystal mixing. Additionally, the existence of STH in the host materials has been proved both experimentally and theoretically.

The calculated group velocity and effective mass results make Na$_x$K$_{1-x}$I a quite promising scintillator with all the similar features that the existing well performing scintillator -- SrI$_2$ has. Although it might not be the best choice because of the existence of $^{40}$K isotope, we believe the idea of mixing crystal is important for analyzing and designing potentially better scintillators in the future. Experimental study of these mixing crystals will be carried out soon to test our prediction from calculation.

**Table I** Calculated electron effective mass $m_e^*$ in electron mass $m_0$ and hole effective mass using two different ways of averaging degenerate bands at VBM, $m_{h1}^*$ and $m_{h2}^*$ in $m_0$.

<table>
<thead>
<tr>
<th></th>
<th>NaI</th>
<th>NaBr</th>
<th>KI</th>
<th>Na$<em>{0.5}$Br$</em>{0.5}$</th>
<th>Na$<em>{0.5}$K$</em>{0.5}$I</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_e^*$</td>
<td>0.27</td>
<td>0.25</td>
<td>0.34</td>
<td>0.31</td>
<td>0.29</td>
</tr>
<tr>
<td>$m_{h1}^*$</td>
<td>1.23</td>
<td>0.88</td>
<td>2.05</td>
<td>1.02</td>
<td>1.11</td>
</tr>
<tr>
<td>$m_{h2}^*$</td>
<td>0.80</td>
<td>0.61</td>
<td>1.13</td>
<td>1.02</td>
<td>1.11</td>
</tr>
</tbody>
</table>
Fig.1 Band structures and partial density of states of (a) NaI, (b) NaBr, (c) KI, (d) NaI$_{0.5}$Br$_{0.5}$, and (e) Na$_{0.5}$K$_{0.5}$I. The horizontal red line indicates the position of experimental band gap for NaBr (7 eV), which is the highest among the host materials, above the conduction band minimum (CBM).
Fig. 2  Hot electron/hole group velocities for the host materials NaI, NaBr, KI and the ternaries NaI\(_{0.5}\)Br\(_{0.5}\) and Na\(_{0.5}\)K\(_{0.5}\)I. Note that the energy origin is set at conduction band minimum.

3.2 Formation enthalpies as a function of composition

Fig. 3  Formation enthalpies of Na\(_x\)K\(_{1-x}\)I and NaI\(_x\)Br\(_{1-x}\) as a function of composition \(x\). Open circles are data from calculations of 64 atom SQS structures, polynomial fitting is shown with solid lines.

Fig. 4  Simulated temperature phase diagram (spinodal curve) of Na\(_x\)K\(_{1-x}\)I and NaI\(_x\)Br\(_{1-x}\) as a function of composition \(x\). The consolute temperature \(T_C\) and corresponding composition \(x_C\) are shown for both materials.
The formation enthalpies and temperature phase diagram for Na$_x$K$_{1-x}$I and Na$_x$I$_{1-x}$ as a function of composition $x$ are plotted in Fig. 3 and Fig. 4. These results are done in 64 atom SQS’s. We can see Na$_x$K$_{1-x}$I has relatively higher formation enthalpy and transition temperature. However, calculated results show that both materials can be grown under reasonable temperature in crystal growth process.
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ABSTRACT

The full band structures of several scintillator materials in respectively alkali halide, alkaline earth halide, and rare earth halide families are determined from density functional theory (DFT) in order to provide necessary parameters for the description of hot electron transport. The density of states and group velocity for the conduction bands from the conduction band minimum (CBM) up to one energy gap ($E_g$) above CBM are calculated as a function of energy. Based on these results and the knowledge of the optical phonon frequencies ($\omega_{LO}$), a Monte Carlo simulation of hot electron transport in scintillators is carried out. Thermalization time and diffusion range are predicted in different scintillators.
1 Introduction

Electron group velocity \( (v_g) \) plays an important role in electron transport which relates to many types of physical systems and applications. For example, \( v_g \) has been implicated in high electric field transport systems [1], laser damage [2] and to evaluate the mean free path in metals successfully [3]. In this paper, we use electron group velocity to investigate scintillator materials which are used for radiation detectors and medical imaging systems. The theory of hot electron transport will be tested against experimental results of the optical response of different scintillator materials excited by external energy sources.

Efforts to understand the fundamental origins of scintillator nonproportionality in order to discover better performing scintillator materials have been intense in the last decade. The transport of the electrons in scintillators after being created by stopping of an incident \( \gamma \)-ray can be sub-divided into the hot electron stage with energy range up to one \( E_g \) above CBM and the thermalized electron stage with energy very close to CBM. We previously described a nonlinear quenching and diffusion model of thermalized carriers that made quite good predictions between the nonproportionality and effective diffusion coefficient \( (D_{eff}) \) of oxides, while it left some ambiguity to both monovalent and multivalent halide materials [4]. A common similarity for almost all these halide materials is that they have been suggested or proved to have self-trapped holes on a time scale of \( \sim 1 \)ps by experiment and/or theoretical approaches. Hence we focus mainly on their electron transport. Monte-Carlo modeling for hot electrons losing their energy
mainly by scattering with optical phonons has been done for several halide materials by Wang et al. [5]. They concluded that optical phonon frequency is the key factor controlling the electron thermalization time and hence electron transport length. Velocity calculated from a free electron model is used in their simulations to decide the step length. However, it is demonstrated in Ref. [3] and this work that the inclusion of full band structure significantly improves the result of electron transport velocity with respect to the prediction of a free electron model.

We organize the rest of the paper as follows. In the next section, we discuss the computational detail. Section 3 presents the results for the calculated group velocity for materials in different categories. In Section 4, we present the Monte-Carlo simulation results for CsI, SrI2, and YAP (yttrium aluminum perovskite) scintillators with drastic difference in terms of hot electron transport mechanisms and electron responses.

2 Computational details

We address our calculations on eight materials grouped as follows:

- Oxides: SiO₂
- Alkali halides: CsI, NaI
- Alkaline earth halides: SrI₂
- Rare earth halides: LaBr₃, LaCl₃
- Semiconductors: ZnO, CdTe

The electronic structures of these materials are calculated from DFT using the Vienna Ab-initio Simulation Package (VASP) with projector augmented waves (PAW) pseudopotentials and exchange-correlation functionals parameterized by Perdew-Burke-
Enzerhof (PBE) with generalized gradient approximation (GGA). For the Lanthanum compounds, we use DFT+U technique to the La (4f) states to correct their position relative to the La (5d) states. We choose $U_{\text{eff}} = 10.5$ eV in our calculations to reproduce experimental observations. A convergence criterion of $1 \times 10^{-6}$ eV is used for all the self-consistency calculations. All the crystal structures are relaxed until all force components are less than 0.01 eV/Å. We use $\Gamma$-centered Monkhorst-Pack generated kmesh grids for these calculations. In table I, the wavefunction energy cutoff, k-point sampling, and $E_g$ obtained from our calculations together with experimental values are listed. The normal problem of underestimation of $E_g$ is also observed in our calculations. However, since we are only dealing with hot electrons in the conduction band, this problem becomes less relevant and we just apply a scissors correction and use the description of the conduction band calculated from density functional theory.

Table I Crystal structure, wavefunction energy cutoff ($E_{\text{cut}}$), atoms in a single unit cell ($N_{\text{atom}}$), k-point sampling ($k_{\text{relax}}$) for cell relaxation and $v_g$ calculations, number of bands ($N_{\text{band}}$) counted in energy range from CBM to CBM + $E_{g,\text{exp}}$, calculated and experimental values of $E_g$ are listed for all materials included.

<table>
<thead>
<tr>
<th>material</th>
<th>crystal structure</th>
<th>$E_{\text{cut}}$ (eV)</th>
<th>$N_{\text{atom}}$</th>
<th>$k_{\text{relax}}$ (n×n×n)</th>
<th>$k_{v_g}$ (n×n×n)</th>
<th>$N_{\text{band}}$</th>
<th>$E_g,\text{calc}$ (eV)</th>
<th>$E_g,\text{exp}$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO$_2$</td>
<td>hexagonal</td>
<td>600</td>
<td>9</td>
<td>4</td>
<td>16</td>
<td>18</td>
<td>5.8</td>
<td>9.0</td>
</tr>
<tr>
<td>CsI</td>
<td>Cubic</td>
<td>300</td>
<td>2</td>
<td>6</td>
<td>32</td>
<td>7</td>
<td>3.8</td>
<td>6.1</td>
</tr>
<tr>
<td>NaI</td>
<td>Cubic</td>
<td>300</td>
<td>2</td>
<td>6</td>
<td>32</td>
<td>6</td>
<td>3.7</td>
<td>5.9</td>
</tr>
<tr>
<td>SrI$_2$</td>
<td>orthorhombic</td>
<td>300</td>
<td>24</td>
<td>4</td>
<td>12</td>
<td>58</td>
<td>4.0</td>
<td>5.5</td>
</tr>
<tr>
<td>LaBr$_3$</td>
<td>hexagonal</td>
<td>400</td>
<td>6</td>
<td>4</td>
<td>16</td>
<td>33</td>
<td>3.6</td>
<td>6.3</td>
</tr>
<tr>
<td>LaCl$_3$</td>
<td>hexagonal</td>
<td>450</td>
<td>6</td>
<td>4</td>
<td>16</td>
<td>35</td>
<td>4.5</td>
<td>7.2</td>
</tr>
<tr>
<td>ZnO</td>
<td>hexagonal</td>
<td>700</td>
<td>4</td>
<td>6</td>
<td>24</td>
<td>1</td>
<td>0.9</td>
<td>3.3</td>
</tr>
<tr>
<td>CdTe</td>
<td>cubic</td>
<td>450</td>
<td>2</td>
<td>6</td>
<td>32</td>
<td>1</td>
<td>0.7</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Based on the relaxed structures, we calculate the density of states and group velocities as a function of energy by averaging over the Brillouin zone (BZ). Using k-space coordinates, we can express them as follows [1]
\[ g(E) = \frac{2}{(2\pi)^3} \sum_{n} \int_{BZ} \delta(E - E_n(k)) d^3k \]  
(1)
\[ v_g^2(E) g(E) = \frac{2}{(2\pi)^3} \sum_{n} \int_{BZ} v_n^2(k) \delta(E - E_n(k)) d^3k \]  
(2)

where \( 1/(2\pi)^3 \) is the density of states in \( k \)-space, \( n \) is the band index, \( v_n(k) = (1/\hbar) \nabla_k E_n(k) \), and the factor 2 accounts for the spin degeneracy. We use much denser \( k \)-point sampling here to get more accurate information of the conduction band since slopes will be calculated in the vicinity of crossings. Tests have been done to show how the calculated \( v_g \) converges with the \( k \)-mesh. To evaluate Eqs. (1) and (2), we use Gaussian smearing functions to replace the \( \delta \)-functions, and convert the integrals to sums of band index and \( k \)-points in the Brillouin zone (BZ) weighted by the corresponding volume in \( k \)-space. We can then rewrite Eqs. (1) and (2) as
\[ g(E) = 2 \sum_{nk} f(E - E_{nk}) w_k \]  
(3)
\[ v_g^2(E) g(E) = \frac{2}{\hbar^2} \sum_{nk} f(E - E_{nk})(\nabla_k E_{nk})^2 w_k \]  
(4)

The function \( f \) is a normalized Gaussian function centered at \( E_{nk} \) with a smearing of 0.02 eV. The normalized weight factor of each \( k \)-point, \( w_k \), is proportional to the volume of each \( k \)-point occupying in the irreducible Brillouin zone.

We have also calculated the effective masses for these materials for comparison between the free electron model \( v_{FEM} \) and \( v_g \)
\[ v_{FEM} = \sqrt{\frac{2E^{km}_{\infty}}{m^*}} \]  
(5)

The electron effective mass in each direction is calculated as follows
\[ m_\alpha = \frac{1}{\hbar^2} \frac{1}{N} \left( \sum_i \frac{\partial^2 E_i}{\partial k^2} \right)^{-1} \]  

(6)

where index \( i \) runs over all the degenerate bands at CBM. Then we average the inverse of masses in each direction.

3 Results
3.1 Band structures

The calculated band structures for selected insulators and semiconductors are shown in Fig. 1. We can readily see that the simple halides (NaI, CsI) and semiconductors (ZnO, CdTe) have more dispersive bands than complex halides. 4f electrons in LaBr\(_3\) and LaCl\(_3\) are extremely compacted, lowering their overall hot electron group velocities.

Fig. 1 Calculated band structures for selected insulators and semiconductors. The red dashed line indicates the position of one experimental band gap above conduction band minimum.
3.2 Group velocity

The group velocity and density of states (DOS) spectra for the selected materials are shown in Fig. 2. The green dashed curve overlays the data with group velocity based on the free electron model with band edge effective mass. Our results for SiO$_2$ agree with those in Ref. [1] quite well. The hole group velocity for materials without self-trapped holes (i.e., SiO$_2$, YAP, ZnO, and CdTe) are also included in Fig. 2. The complexity of the material structures has a clear impact on reducing the group velocities. As listed in Table II, the overall group velocities in the range of conduction band minimum up to one band gap above CBM weighted by DOS in simple halides (CsI, NaI) are at least 3 times greater than that in multivalent halides (LaBr$_3$, LaCl$_3$, and SrI$_2$).

![Fig. 2](image)

*Fig. 2* Group velocity (left axis) and density of states (right axis) as a function of carrier energy in selected insulators and semiconductors grouped as indicated in the figure. The green dashed line is for the band edge electron velocity assuming free electron model and electron effective masses.
3.3 Monte-Carlo simulations

Monte-Carlo simulations are carried out following the routines in Refs. [5,6]. The initial distribution is assumed to be a 3 nm cylinder of independent electron/hole pairs with various on-axis densities. The optical phonon frequencies are calculated from phonon spectra and listed in Table II. In Fig. 3, the simulated thermalization time and diffusion range for CsI, SrI₂, and YAP are plotted. CsI has the longest thermalization time and largest hot electron diffusion range due to its low optical phonon frequency and high hot electron group velocity. Compared to CsI, SrI₂ has significantly more limited electron diffusion range which diminishes the chance of the electrons to be trapped on undesired nonradiative traps during their thermalized diffusion stage to walk back and recombine with the holes. As an example of typical oxide scintillators, YAP has a very high optical phonon frequency which makes the electron thermalization happen very quickly (< 0.2 ps) in this material. This result illustrates that hot electron diffusion is almost irrelevant in materials with high optical frequencies, which validates the conclusions discussed in Refs. [4] and [8]. The thermalized carriers will form a mixture of excitons and independent carriers as discussed in Ref. [4], the diffusion of the mixture keeps going until the carriers are eventually trapped on available trapping centers. The thermalization time and range is almost independent of initial on-axis carrier density. This is a result of the fact that the hot electrons with high kinetic energy can almost move freely with the internal electric field ignored [5].
Fig. 3 Hot electron thermalization time and diffusion range statistical distribution of CsI, SrI$_2$, and YAP scintillators calculated from Monte-Carlo simulations. Calculations are done for three different initial on-axis densities shown in the legends and represented by black (2×10$^{20}$ cm$^{-3}$), red (2×10$^{19}$ cm$^{-3}$) and blue (2×10$^{18}$ cm$^{-3}$) curves.

Table II Simulated group velocity $v_g$, band edge electron effective mass $m^*$, phonon frequency $\omega_{LO}$, thermalization time $\tau$ and diffusion range before thermalization $r$ for selected scintillators. The existence of multiple modes as discussed in Ref. [6] is also listed.

<table>
<thead>
<tr>
<th>material</th>
<th>$v_g$ (10$^5$ m/s)</th>
<th>$m^*$ ($m_0$)</th>
<th>$m'^*$ ($m_0$)</th>
<th>$\omega_{LO}$ (meV)</th>
<th>multiple modes</th>
<th>$\tau$ (ps)</th>
<th>$r$ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO$_2$</td>
<td>2.6</td>
<td>0.504</td>
<td>0.504</td>
<td>~100</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CsI</td>
<td>5.4</td>
<td>0.265</td>
<td>0.265</td>
<td>10</td>
<td>No</td>
<td>4.3</td>
<td>28</td>
</tr>
<tr>
<td>NaI</td>
<td>6.0</td>
<td>0.226</td>
<td>0.226</td>
<td>23</td>
<td>No</td>
<td>2.2</td>
<td>22</td>
</tr>
<tr>
<td>SrI$_2$</td>
<td>1.8</td>
<td>0.276</td>
<td>0.277</td>
<td>15</td>
<td>Yes</td>
<td>0.8</td>
<td>10</td>
</tr>
<tr>
<td>LaBr$_3$</td>
<td>1.5</td>
<td>1.310</td>
<td>1.317</td>
<td>17</td>
<td>Yes</td>
<td>1.1</td>
<td>12</td>
</tr>
<tr>
<td>LaCl$_3$</td>
<td>1.6</td>
<td>1.408</td>
<td>1.413</td>
<td>19</td>
<td>Yes</td>
<td>1.2</td>
<td>13</td>
</tr>
<tr>
<td>YAP</td>
<td>2.3</td>
<td>1.106</td>
<td>1.243</td>
<td>86</td>
<td>Yes</td>
<td>&lt;0.2</td>
<td>5</td>
</tr>
</tbody>
</table>
4. Conclusion

Group velocity calculated from full band structure calculations are used as a correction parameter in Monte-Carlo simulations of hot electron transport. The hot electron diffusion range is hence predicted to be 25 nm, smaller compared to the results in Ref. [5]. This model is able to solve for the effective diffusion coefficient $D(T_e)$ as a function of electron temperature naturally. In the near future, other $T_e$ dependent parameters will be included in the same model so that light yield will be predicted.
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ABSTRACT

First principles calculations are performed on both undoped and Ce doped GGAG and GYGAG ceramics. The systems are simulated by using special quasi-random structures. We present the electronic structures of the materials from GGA+U and hybrid functional PBE0 methods. Accurate band gaps are determined by GW approximation. The calculated Gd 4f levels in both materials are 1 eV above the conduction band minimum (CBM), in contrast to an earlier hypothesis of a Gd impurity sub-band in the gap that could transport energy. Ga substitution plays an important role in these materials because it forms the conduction band edge and hence determines the band-edge mobilities which are proved to be crucial to the nonlinear quenching for oxide scintillators. Furthermore, the energy levels of substitutional Ce is determined and the calculated Ce 4f-5d transition energies from PBE0 functional correspond well with experimental data.
1. Introduction

Transparent ceramic garnets Gd$_3$(Ga,Al)$_5$O$_{12}$ (GGAG):Ce and (Gd,Y)$_3$(Ga,Al)$_5$O$_{12}$ (GYGAG):Ce are newly developed scintillators with high light yield (up to 50,000 ph/MeV) and higher energy resolution (4.8% at 662 keV) compared to traditional NaI:Tl scintillators (7% at 662 keV) [1,2]. These materials have their advantages in phase stability, nonhygroscopic nature, and mechanical toughness compared with other newly developed scintillators such as SrI$_2$:Eu and LaBr$_3$:Ce. Fabrication of the ceramics is cheaper as well. These merits makes Gd garnets an important and promising direction for searching of low-cost energy resolving scintillator radiation detectors. Ga$^{3+}$ doping has significant impact on the light yield and proportionality of these ceramic scintillators. Without Ga, Gd$_3$Al$_5$O$_{12}$ (GGG) garnet does not exhibit any scintillation [2].

Investigations trying to understand the physical origin of the improvement of scintillation efficiency in RE$_3$Al$_5$O$_{12}$ (RE for rare-earth elements) garnets driven by Ga$^{3+}$ doping has been done in Ref. [3,4]. Density functional theory calculations validate the “band-gap engineering” in order to remove the existence of some shallow electron traps by Ga$^{3+}$ doping in these garnets [3]. However, convincing determination of the relative energy levels of the shallow defects with respect to relevant energy levels of the host material from first principles calculations were not performed. Further experimental evidence shows the amount of Ga$^{3+}$ is responsible for Ce$^{3+}$/Ce$^{4+}$ ratio of the Ce activators, which also has an impact on the scintillation properties of these garnets [4]. In this work,
we present first principles calculations on the electronic structures of the undoped and Ce doped garnets. The calculations show that Ga 5s levels construct the conduction band edge, which leads to a rather simple but reasonable new path of understanding the impact of Ga$^{3+}$ doping – change of band edge mass/mobilities of the carriers. Simulation done in our group have shown that the band edge mobilities are crucial to the nonlinear quenching and hence proportionality for oxide materials with normally high optical phonon frequencies [5,6]. Accurate band gap results are obtained using GW approximation. The Ce 4f and 5d levels are determined using PBE0 hybrid functionals and compared with experimental data.

2. Computational details

Density functional theory (DFT) calculations were carried out in the projector augmented wave pseudopotentials and exchange-correlation functionals as parametrized by Perdew-Burke-Ernzerhof within the generalized gradient approximation using the Vienna ab initio simulation package (VASP). Hubbard U correction for self energy was applied for strong localized Ce 4f and Gd 4f orbitals. Hybrid functional PBE0 calculations were carried out for more accurate determination of the relevant energy levels in the material. GW approximation was used for accurate results of the band gap. The crystal structure of the RE$_3$Al$_5$O$_{12}$ prototype is body center cubic of space group Ia-3d with 160 (80) atoms in the cubic conventional (primitive) cell. 160-atom special quasirandom structures (SQS) were generated to simulate the multicomponent compounds with varying ratio between each element in the garnets. Calculations sampling the gamma-point only were performed but the calculations converge within 1 meV/atom.
even so. A self-consistency convergence tolerance of $1 \times 10^{-6}$ eV is used for all calculations and the structures are relaxed until all the force components become less than 0.01 eV/Å. The lattices parameters are relaxed with the shape of the supercells fixed as cubic.

3. Preliminary results and discussion

![Crystal structure of the YAG prototype in a 160 atom cubic cell. Green atoms are for Y and red for O. Al are at the center of either an octahedral (16a) or a tetrahedral (24d). Y sites can be substitute by Gd and Al sites are substituted by Ga in GYGAG.](image)

Fig 1. Crystal structure of the YAG prototype in a 160 atom cubic cell. Green atoms are for Y and red for O. Al are at the center of either an octahedral (16a) or a tetrahedral (24d). Y sites can be substitute by Gd and Al sites are substituted by Ga in GYGAG.

The structure of $Y_3Al_5O_{12}$ (YAG), which is a prototype of the GGAG and GYGAG garnets, is shown in Fig. 1. According to Ref. [4], the Ga$^{3+}$ can substitute Al$^{3+}$ and occupy both 16a and 24d sites. Calculated formation energy of Ga$_{Al}$ in Gd$_3$Al$_5$O$_{12}$ (GAG) for the two different sites differs only by 17 meV, which is below room temperature. We present both the ordered structure for GGAG in which the Ga only
occupy one type of the Al sites, and SQS structures in which the Ga can randomly occupy both sites. The SQS structures are closer to the crystals used in experiments.

Table I Calculated lattice constant (a) and band gaps (b) using different functionals for ordered and randomized GGAG and GYGAG crystals.

(a)

<table>
<thead>
<tr>
<th></th>
<th>GGAG-ordered</th>
<th>GGAG-SQS</th>
<th>GYGAG-SQS</th>
</tr>
</thead>
<tbody>
<tr>
<td>GGA+U</td>
<td>12.40</td>
<td>12.41</td>
<td>12.28</td>
</tr>
<tr>
<td>PBE0</td>
<td>12.28</td>
<td>12.30</td>
<td>12.17</td>
</tr>
<tr>
<td>expt.</td>
<td></td>
<td>12.27</td>
<td></td>
</tr>
</tbody>
</table>

(b)

<table>
<thead>
<tr>
<th></th>
<th>GGAG-ordered</th>
<th>GGAG-SQS</th>
<th>GYGAG-SQS</th>
</tr>
</thead>
<tbody>
<tr>
<td>GGA+U</td>
<td>3.62</td>
<td>3.64</td>
<td>4.04</td>
</tr>
<tr>
<td>PBE0</td>
<td>6.35</td>
<td>6.40</td>
<td>6.79</td>
</tr>
<tr>
<td>G6W0</td>
<td></td>
<td></td>
<td>6.49</td>
</tr>
<tr>
<td>GW0</td>
<td></td>
<td></td>
<td>6.86</td>
</tr>
<tr>
<td>expt.</td>
<td></td>
<td>~ 6.70</td>
<td></td>
</tr>
</tbody>
</table>

The calculated lattice constants and band gaps using different functionals for GGAG and GYGAG are listed in Table I. We can see that both GGA+U and PBE0 overestimate the lattice constant, but PBE0 results are very close to experimental data. The calculated band gaps from GGA+U are severely underestimated. However, PBE0 and GW approximation results are close to available experimental data in Ref. [4].

The calculated band structure and partial density of states (PDOS) using PBE functional without Hubbard U corrections for Gd$_3$Ga$_2$Al$_3$O$_{12}$ (GGAG) garnets are shown in Fig. 2.
We can see that the Gd 4f level in the conduction band is in the band gap and constructs the conduction band minimum. All 7 4f electrons of Gd occupy the same spin state which makes this material highly magnetic.

FIG. 2 Calculated band structures and partial density of states for ordered GGAG using PBE functional. The plots show the results for two different spin states. The Gd 4f orbital makes the conduction band minimum in this case.
In Fig. 3, we present the partial density of states of Gd$_{1.5}$Y$_{1.5}$Ga$_3$Al$_2$O$_{12}$ (GYGAG) calculated from GGA+U functional. The correction of self interaction of the Gd 4f orbitals brings the position of the Gd 4f levels 1 eV above conduction band minimum, which is made by Ga 5s orbitals.

![Calculated partial density of states for SQS-GYGAG using GGA+U functional.](image)

FIG. 3 Calculated partial density of states for SQS-GYGAG using GGA+U functional. The plot show the results for two different spin states. The Ga 5s orbital makes the conduction band minimum in this case.

The scintillation of these garnet scintillators is the Ce 5d to 4f transition. To simulate the optical transition energy, we first determined the position of the Ce substitution by comparing the formation energies of substitutional Ce at all possible sites (Gd, Al-16a, Al-24d, Y). The calculations show Ce$_{Al}$ at 16a sites has the lowest formation energy among all the possible subsitutions and we used this result to determine the optical transition energies for the Ce activators. In Fig. 4, we present the schematic diagram of the 5d and 4f levels of Ce relative to VBM/CBM. The optical transition energies between 5d and 4f levels are calculated with GGA+U with varing $U_{eff}$ parameter.
and PBE0 functionals. PBE0 functional results match the experimental data quite well. The successful determination of the Ce levels leads us to calculate the energy levels related with other electron traps in the crystal, which will give strong evidence of the theoretical validation of the “band gap engineering” in Ref. [3].

![Graph of energy levels](image)

<table>
<thead>
<tr>
<th>U_{eff} (eV)</th>
<th>4f-CBM (eV)</th>
<th>5d-4f (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (GGA)</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.54</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.43</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.95</td>
<td></td>
</tr>
<tr>
<td>PBE0</td>
<td>2.90</td>
<td>2.08</td>
</tr>
<tr>
<td>expt.</td>
<td></td>
<td>2.25</td>
</tr>
</tbody>
</table>

FIG. 4 Calculated 4f-CBM transition and 5d-4f transition energies of Ce activators in GYGAG:Ce scintillator.
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CHAPTER 12: CONCLUSIONS AND FUTURE WORK

Numerically Modeling the light yield and nonproportionality for scintillators has been a sub-field in the community for several decades. Starting with the historic expression for light yield $L$ due to Lempicki, Wojtowicz, and Berman [1]:

$$L = \beta' SQ$$

(1)

where the electron-hole pair creation efficiency $\beta'$ is determined to be 2 to 3. $S$ is the transfer efficiency for excitations to transfer to activators and $Q$ is the quantum efficiency of the activators.

The transfer term $S$ implies diffusion, drift in any electric fields, nonlinear and linear quenching along the way, and competitive rates of capture on various things. Furthermore, recent research unveils the importance of electron temperature, especially in heavier halides with slow electron cooling which also make the best scintillators [2,3]. At this point we have already managed to handle thermalized diffusion and drift in the electric fields computationally, and major trends among oxides and semiconductors are reproduced [4]. In order to simulated the hot electron transport, we need the electron-temperature dependence of each of the constants in the master rate equation: diffusion $D(T_e)$, bimolecular exciton formation $B(T_e)$, 2$^{nd}$ & 3$^{rd}$ order quenching $K_2(T_e)$& $K_3(T_e)$, and linear trapping on shallow or “storage” sites, deep traps, and activators $S_1(T_e), K_1(T_e), A_1(T_e)$. The quenching rates can be extracted from z-scan [5]. We also have picosecond absorption [6] experiments for bimolecular exciton formation rate and capturing rates of different capturing centers. $D(T_e)$ is simulated with Monte Carlo codes in Refs. [3,7].
principle, we have all the information available to validate the model for some materials such as NaI and CsI with enough known parameters determined. The next step of the building up the toolkit is to use these parameters in a rate equation or Monte Carlo modeling as a function of carrier density. Such simulation will make predictions of the local light yield of the scintillators. The last step is to combine the simulated local light yield results and the GEANT4 data to simulate the SLYNCI data for each scintillator. The toolkit for modeling scintillators contains the understanding of the fundamental physics of scintillator nonproportionality. Finite element method, Monte Carlo method, GEANT4, and first principles calculations are combined to make predictions of the electron response of scintillator without using any fitting parameter.

Future work is addressed in two main parts: the first part is to improve and complete the Monte Carlo and rate equation model for hot electrons and simulate the light yield for materials with known temperature dependent parameters mentioned above. To generalize and test the model, we would like to obtain the temperature dependent parameters for as many other scintillators as possible. The second part of the future work is to get these parameters from theoretical aspect. First principles calculations of the electronic structures of the different centers will be combined with multi-phonon capturing model in Ref. [8] in order to make predictions of the capturing rates/cross-sections of each capturing center. In addition, Fermi’s golden rule can be quantitatively applied to electron/hole states well above/below CBM/VBM to get hot carrier quenching rates from first principles.
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We present ab initio results at the density functional theory level for the energetics and kinetics of H\textsubscript{2} and CH\textsubscript{4} in the SI clathrate hydrate. Our results complement a recent article by some of the authors [G. Román-Pérez et al., Phys. Rev. Lett. 105, 145901 (2010)] in which we showed additional results of the energy landscape of H\textsubscript{2} and CH\textsubscript{4} in the various cages of the host material, as well as further results for energy barriers for all possible diffusion paths of H\textsubscript{2} and CH\textsubscript{4} through the water framework. We also report structural data of the low-pressure phase SI and the higher-pressure phases SII and SH.

DOI: 10.1103/PhysRevB.84.153103
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Clathrate hydrates are crystalline, ice-like structures formed out of water molecules. The water framework creates cavities in which guest molecules—typically O\textsubscript{2}, H\textsubscript{2}, CO\textsubscript{2}, CH\textsubscript{4}, Ar, Kr, Xe—can be trapped, which stabilize the framework. The existence of clathrates was first documented in 1810 by Sir Humphry Davy, and clathrates became the subject of intensive studies in the 1970s, when oil companies became aware that clathrates can block pipelines. Nowadays, clathrate hydrates are of particular interest for two reasons: (i) they are formed naturally at the bottom of the ocean, where they are often filled with CH\textsubscript{4}. These deposits mean a tremendous stockpile of energy, while—at the same time—representing a possible global warming catastrophe if released uncontrollably into the environment through melting; (ii) clathrate hydrates can be used to store H\textsubscript{2} in its cavities and can be a viable hydrogen-storage material (albeit with moderate hydrogen-storage density). For both cases, understanding the interaction between the guest molecule and the host framework is crucial for their formation and melting processes, which are still poorly understood. In this brief report, we present results that elucidate this crucial guest–molecule/host–framework interaction and complement a recent paper by some of the authors. We show additional results of the energy landscape of H\textsubscript{2} and CH\textsubscript{4} in the various cages of the host material, and we show further results for energy barriers for all possible diffusion paths of H\textsubscript{2} and CH\textsubscript{4} through the water framework. We also report structural data of the phases SI, SII, and SH.

At low pressure, the methane-filled clathrate forms the structure SI, consisting of two types of cages. The smaller cage is built of water molecules on the vertices of 12 pentagons with a diameter of approximately 7.86 Å, and we refer to this as S\textsubscript{12} cage, or alternatively as D cage. The larger cage is built of 12 pentagons and 2 hexagons with a diameter of approximately 8.62 Å, and we call it S\textsubscript{12}G or T cage. The unitcell has cubic symmetry and consists of two S\textsubscript{12} and six S\textsubscript{12}G cages, with a total of 46 water molecules. At 250 K, the structure SI transforms into a new cubic phase SII, consisting of sixteen S\textsubscript{12} and eight S\textsubscript{12}G cages, containing 136 water molecules in its unitcell. When the pressure is increased to 600 MPa, the structure undergoes another phase transition to the hexagonal phase SH. This phase has a smaller unitcell of three S\textsubscript{12}, two S\textsubscript{12}G, and one S\textsubscript{12}G\textsubscript{4} cages, with only 34 water molecules. Very nice graphical representations of the different cages and structures can be found in Refs. 2, 4, 6, and 8. While other clathrate hydrate structures exist, structure SI, SII, and SH are the most common ones.

Guest molecules such as H\textsubscript{2} and CH\textsubscript{4} in the cavities of the clathrate hydrates interact with the water framework through van der Waals forces. But even the water framework itself, i.e., the interaction of water molecules through hydrogen bonds, has a van der Waals component. To capture these effects, we perform here density functional theory (DFT) calculations utilizing the truly nonlocal vdW-DF functional, which includes van der Waals interactions seamlessly into DFT. We implemented vdw-DF using a very efficient FFT formulation13 into the latest release of PWSCF, which is a part of the QUANTUM-ESPRESSO package. For our calculations we used ultrasoft pseudopotentials with a kinetic energy cutoff for wave functions and charge densities of 35 and 280 Ry, respectively. A self-consistency convergence criterion of at least $1 \times 10^{-8}$ Ry was used. All structures were fully optimized with respect to volume and atom positions, and the force convergence threshold was at least $10^{-7}$ Ry/Å. For SI and SH we have also performed structural calculations on SII, but—due to the large unit cell with 136 water molecules, i.e., 408 atoms—we used a slightly less tight force convergence criterion of $5 \times 10^{-6}$ Ry/Å. For SI and SH we used a $2 \times 2 \times 2$ Monkhorst-Pack K-mesh,15 while for SII we performed Γ-point calculations only.

The empty cages are experimentally not stable, but they have been shown to be a good starting point for calculations like ours. We have calculated the optimized lattice parameters for the SI, SII, and SH structures and the results are collected in Table I. We have also calculated the structures when filled with methane (one methane molecule per cage) and filled with hydrogen (up to four H\textsubscript{2} per cage), but the lattice parameters expand less than 0.1% upon filling, such that we have used the parameters for the empty cages henceforth. Overall, our optimized lattice constants agree well with previous calculations and experiment. In Table I we further analyze the structure of the host materials by calculating the
TABLE I. Calculated and experimental lattice constants $a$ and $c$ for the SI, SII, and SH clathrate hydrates. In addition, calculated and experimental average nearest-neighbor and next-nearest-neighbor distances are given, as well as bond angles. Standard deviations are provided in square brackets. Experimental values for the lattice constants are taken from Ref. 8 for methanedodecane cages. Experimental values for the averaged quantities are calculated from the structure given in the supplemental materials of Ref. 8. The experimental distances $d_{O-H}$ (and $d_{O-O}$) seem to be underestimated (overestimated), most likely due to the difficulty of accurately determining $H$ positions in x-ray experiments. For SI, neutron scattering experiments suggest $d_{O-H}$ = 0.97 Å and $d_{O-O}$ = 2.755 Å. Also note that there is some variation in the experimental results for the lattice constants in Refs. 1, 4, and 8.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SI</td>
<td>Calc.</td>
<td>11.97</td>
<td>0.594 [0.001]</td>
<td>1.790 [0.014]</td>
<td>2.781 [0.013]</td>
<td>107.1° [1.0]</td>
</tr>
<tr>
<td></td>
<td>Exp.</td>
<td>11.88</td>
<td>0.591 [0.001]</td>
<td>1.791 [0.014]</td>
<td>2.761 [0.017]</td>
<td>107.2° [1.0]</td>
</tr>
<tr>
<td>SII</td>
<td>Calc.</td>
<td>17.35</td>
<td>0.949 [0.001]</td>
<td>1.792 [0.016]</td>
<td>2.784 [0.016]</td>
<td>107.1° [0.6]</td>
</tr>
<tr>
<td></td>
<td>Exp.</td>
<td>17.19</td>
<td>0.852 [0.016]</td>
<td>1.959 [0.025]</td>
<td>2.768 [0.013]</td>
<td>109.5° [2.0]</td>
</tr>
<tr>
<td>SH</td>
<td>Calc.</td>
<td>12.32</td>
<td>10.01</td>
<td>0.994 [0.001]</td>
<td>1.793 [0.013]</td>
<td>2.782 [0.011]</td>
</tr>
<tr>
<td></td>
<td>Exp.</td>
<td>12.33</td>
<td>0.02</td>
<td>0.781 [0.040]</td>
<td>1.955 [0.022]</td>
<td>2.775 [0.005]</td>
</tr>
</tbody>
</table>

average nearest-neighbor and next-nearest-neighbor distances and important bond angles. In general, the calculated average distances and angles vary only insignificantly among SI, SII, and SH, whereas they show a slightly larger spread for some experimental values. As a side-note, for a single water molecule we calculate $d_{O-H}$ = 0.973 Å and $d_{O-O}$ = 1.04 Å, in good agreement with the experimental numbers of 0.958 Å and 1.045 Å. Note that $d_{O-H}$ is known to give slightly too large binding distances. Small deviations are visible in the distances $d_{O-H}$ and $d_{O-O}$, which in sum mostly cancel to give very good agreement with the experimental $d_{O-O}$ distances. Reference 8 also gives the $O-O$ distances for all structures explicitly as between 2.725 and 2.791 Å, in remarkable agreement with our calculations. Also, our calculated angles $O-O$ agree very well with experiment. However, the good agreement between oxygen distances and angles—which describe the structure as a whole—is closely related to the agreement for the lattice constants.

We next focus on the binding energies of guest molecules in the SI structure. In particular, we study the binding energies of CH$_4$ and H$_2$ in the D and T cages as a function of the number of molecules; results are depicted in Fig. 1 for calculations where molecules are added to only one cage in the unitcell, while all other cages are kept empty. Here, we define the binding energy as the energy difference between the “water-framework + guest molecules” system minus the energy of the single constituents. In case of n-fold occupied cages, we subtract n times the energy of the single molecule. Methane is a simple methane molecule compared to the cage sizes and it can be seen that in both D and T only one methane molecule can be stored. Upon adding another methane molecule, the binding energy increases drastically. The situation is different for the much smaller H$_2$ molecules. In the smaller D cage we can store up to two H$_2$ molecules, but increasing the number to three or four results in a positive binding energy, i.e., work is required to place more than two molecules into this cage. Note that the binding energy that we find for double H$_2$ occupancy is rather small, i.e., ~8 meV/per molecule. It is, thus, likely that at nonzero temperatures cages are only singly occupied. Experimentally, while the majority of recent work seems to favor single occupancy of the D cages (see, e.g., Ref. 20), there are also reports that propose double occupancy or that find inconclusive evidence. On the other hand, the larger T cage can store four H$_2$ molecules. If a fifth molecule is added, it escapes through one of the hexagonal faces into the neighboring, empty T cage. Our calculated H$_2$ storage capacity of four molecules in the T cages is in agreement with experiment. The binding energy for one H$_2$ molecule compares well with quantum-chemistry calculations on isolated cavities, which give ~0.123 eV. Overall, our binding energies are slightly smaller than the ones in Ref. 6. Note that quantum effects have been neglected in our approach, which may play an important role in the binding process and when determining the cage occupancy. A more precise treatment requires the computation of the corresponding thermodynamic partition function, as, for example, shown in Ref. 26. Nevertheless, we consider our calculations for the binding energy an important first step that already reveals important information.

It is also interesting to study where and how the H$_2$ and CH$_4$ molecules bind in the cages. If only one molecule is present in the cages, it binds in the center of the cage. Rotations and small displacements of H$_2$ in that situation are on an energy scale of approximately 1 meV and approach the accuracy of our calculations. At room temperature, such
perturbations are thus easily thermally activated. Since the methane molecule is larger, it cannot move/rotate as easily. We have studied the rotation of a single methane molecule centered in the D and T cages as a function of rotation about two mutually perpendicular axes. The energy landscape for this rotation is depicted in Fig. 2 for the D cage. The D cage with its 12 pentagons and the methane molecule have a related symmetry, which allows us to choose the (0,0) point of the plot such that all methane hydrogen point exactly to an oxygen of the host lattice. At this point, hydrogen bonds are created and the total energy is the lowest. Upon rotation of the methane, the hydrogen bonds break and the energy increases. The difference between the lowest and highest point of this energy landscape is 22 meV, suggesting thermal activation of rotations at room temperature and quantifying an experimental assumption.\(^5\) We have also studied the rotation of a methane molecule in a T cage and the results are very similar to the results presented in Fig. 2, with the difference that the maximal energy barrier is slightly smaller, i.e., 18 meV, which is not surprising, as the T cage is slightly larger and the methane molecule can rotate more easily. Calculations for both rotation-energy landscapes have independently also been performed using SIESTA\(^{22,28}\) and give essentially identical results.

Finally, we present results for barriers to diffusion through the water framework in the Si structure. In the case of H\(_2\) and hydrogen storage this is of much interest, as practical storage solutions require fast kinetics, i.e., low barriers. In the case of CH\(_4\), the barrier can help us understand the natural formation of the filled clathrates. We have calculated the barriers to diffusion with nudged elastic band (NEB) calculations, using 12 images along the path from the center of one cage to the center of the next cage; the results for all possible paths are plotted in Fig. 3. Note that the relaxation of the host lattice is crucial to obtain accurate barrier energies.\(^6\) and NEB calculations allow for such relaxations perpendicularly to the path automatically. The plots are labeled as A → B, where A is the type of the starting cage, B is the type of the ending cage, and x refers to either pentagon (p) or hexagon (h), indicating the opening being used for traversing. Note that for the path T → D there is only one choice of opening, i.e., a pentagon, and the path is not symmetric as the distance from the center of T to its edge is longer than the corresponding distance in the D cage. Furthermore, this path's end energy is different from its starting energy, since the guest molecules are binding with different binding energies in the cages T and D, as already evident from Fig. 1. The lowest barriers for H\(_2\) and CH\(_4\) diffusion agree well with previous calculations.\(^{5,6}\) But, our H\(_2\) diffusion barrier is an overestimation with respect to a recent NMR experiment, which gives 0.3 eV and warrants further investigation.\(^{21}\) The barriers are in general smaller for diffusion through hexagons, simply because these openings are larger.

For hydrogen-storage applications, the low barrier of ~0.3 eV between T cages (going through a hexagon) is important. Through these T-cage channels, which thread through the material in all three dimensions, the hydrogen can quickly be absorbed or released. However, to achieve the material's full storage potential, some hydrogen molecules will also have to get into the D cages, with a much higher barrier of ~0.75 eV. The large barrier of ~1.4 eV for methane diffusion suggests that the methane molecules get trapped while the clathrate is formed, rather than diffusing into an already existing empty clathrate.

To conclude, we have performed an ab initio study of structural, energetic, and kinetic properties of the guest molecules H\(_2\) and CH\(_4\) in hydrate clathrates. We have also shown first results for the difficult-to-model, high-pressure phase III with a large unit cell, finding good agreement with experiment. While we have used vDW-DF for our study, it is conceivable that its successor, vDW-DF2,\(^{19}\) may further
improve upon our results. We encourage additional studies of the hydrate clathrates using vdW-DF2, also including other types of cages, and more detailed studies of the SII phase, which is one of the more promising phases among the hydrate clathrates for hydrogen-storage applications.

We would like to dedicate this report to the memory of Professor David Langreth, who passed away just days before it was submitted—he is the “father” of vdW-DF and his research inspired many. All calculations were performed on the WFU DEAC cluster.
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Abstract

The hydrogen–methane compound \((H_2)_4CH_4\) —or for short \(H4M\)—is one of the most promising hydrogen-storage materials. This van der Waals compound is extremely rich in molecular hydrogen: 33.3 mass%, not including the hydrogen bound in \(CH_4\); including it, we reach even 50.2 mass%. Unfortunately, \(H4M\) is not stable under ambient pressure and temperature, requiring either low temperature or high pressure. In this paper, we investigate the properties and structure of the molecular and crystalline forms of \(H4M\), using \textit{ab initio} methods based on van der Waals DFT (vdW-DF). We further investigate the possibility of creating the pressures required to stabilize \(H4M\) through external agents such as metal organic framework (MOF) materials and carbon nanotubes, with very encouraging results. In particular, we find that certain MOFs can create considerable pressure for \(H4M\) in their cavities, but not enough to stabilize it at room temperature, and moderate cooling is still necessary. On the other hand, we find that all the investigated carbon nanotubes can create the high pressures required for \(H4M\) to be stable at room temperature, with direct implications for new and exciting hydrogen-storage applications.

(Some figures may appear in colour only in the online journal)

1. Introduction

The use of hydrogen as an environmentally clean and efficient fuel for mobile applications is a very active research area. But, before a future hydrogen economy can become reality, several crucial challenges need to be addressed, mostly concerning the storage of hydrogen itself [1]. The most important challenges for a practical hydrogen-storage system are: (i) high gravimetric and volumetric storage density (the fuel tanks should be light and small); (ii) good thermodynamics (the hydrogen adsorption/desorption should occur at a reasonable pressure and temperature); and (iii) fast reaction kinetics (tank emptying and refilling should be fast).

According to the Department of Energy, addressing these key elements through fundamental research is imperative to achieving a practical hydrogen economy [2]. In this paper we present results that address the gravimetric and volumetric storage density.

A wide variety of materials have been considered as possible hydrogen-storage materials [3–6] (see [7] for a graphical representation of how many articles have been written on the subject). However, amongst all these materials, \((H_2)_4CH_4\) —or for short \(H4M\)—shows exceptional promise [8]; the \(H4M\) system is extremely rich in molecular hydrogen, containing 33.3 mass% molecular hydrogen, not counting the atomic hydrogen in \(CH_4\); including it, we reach even 50.2 mass%. Simply said, \(H4M\) holds more hydrogen per mass and volume than any known material except pure hydrogen itself! Unfortunately, \(H4M\) is not stable under ambient pressure and temperature. The stability field is reported from approximately 5.8 GPa at room temperature to 10 K for ambient pressure [9, 10], and it has been
shown that moderate cooling can reduce the required pressure significantly [11]. This fact led us to design a novel host + H4M structure in which the host material provides the necessary pressure for H4M to be stable, without the need for excessive cooling. The use of a host material will lower the exceptional volumetric and gravimetric hydrogen-storage density of H4M—it is the main goal of this paper to quantify the tradeoff between lower storage density and stability at closer-to-ambient temperature and explore whether it is worth pursuing.

Since H4M is stable at room temperature under a pressure of 5.8 GPa, we are most interested in this region of the phase diagram and throughout the paper we report results at this pressure. We first consider H4M in nanoporous metal organic framework (MOF) materials [12–15], which provide significant pressure inside their cavities to stabilize H4M. We study MOFs that are isoreticular to (i.e., have the same network topology as) MOF-5, with varying linker length. We find that these MOFs all provide enough pressure to significantly decrease the burden of cooling, but none of them stabilize H4M at room temperature. As a second host material, we consider single-wall carbon nanotubes (CNTs) [16], which are well known for being able to provide high pressure inside their cavities. Specifically, we study zigzag nanotubes with chirality from (10, 0) to (26, 0) and corresponding radii of 4 to 10 Å—while larger nanotubes with radii up to several nanometers can be produced in experiments [17], such systems together with H4M filling inside are, at the moment, not accessible through ab initio simulations. Our calculations show that crystalline H4M may be stabilized at room temperature inside nanotubes, opening the door for high-efficiency hydrogen-storage applications.

This paper is organized as follows: after presenting computational details in section 2, we show results for the structure of H4M in its molecular and crystalline forms in section 3. Results for H4M inside the cavities of MOFs and nanotubes are presented in sections 4 and 5, respectively. We conclude and suggest future research in section 6.

2. Computational details

H4M is classified as a van der Waals compound [9]. The study of nanotube interactions [18] and binding of small molecules in MOFs [19] is also strongly determined by van der Waals interactions. As such, an accurate description of van der Waals interactions in these systems is crucial. Thus, we use the recently developed van der Waals density functional (vdW-DF), a truly nonlocal exchange and correlation functional, that incorporates van der Waals forces self-consistently and seamlessly into DFT [20–22]. The vdW-DF approach has shown good transferability for a range of van der Waals systems reaching from simple dimers [23] and physisorbed molecules [24] to DNA [25] and drug design [26]. In particular, it has been applied successfully to answer questions regarding hydrogen storage [27], MOFs [19], and nanotubes [18].

For our calculations we use density functional theory, as implemented in the PWscf code, which is part of the Quantum-ESPRESSO package [28]. We utilize ultrasoft pseudopotentials with a wavefunction cutoff of 473 eV (5700 eV charge-density cutoff) for carbon nanotube related systems and 475 eV (3800 eV charge-density cutoff) for all other cases. A self-consistency convergence criterion of at least 1.4 × 10−3 eV is used. All structures are relaxed until all force components are less than 2.5 meV Å−1. Due to the limitation of calculation size, and the fact that larger MOFs provide less pressure anyway, only the smallest MOF structures are investigated, using a 2 × 2 × 2 Monkhorst-Pack k-mesh [29]. For simulations of crystalline H4M itself, we use a 4 × 4 × 4 k-mesh. All carbon nanotube related systems are simulated as infinitely long hexagonal nanotube arrays with varying radius/distance, comprised of 10 short unit cell length in the z-direction, using a 1 × 1 × 16 k-mesh. Single molecule calculations on H4M molecules are performed in a 16 × 16 × 16 Å3 cubic unit cell.

3. Structure of H4M

Although H4M under pressure has been investigated by x-ray diffraction [10], the actual microscopic structure of crystalline H4M remains unknown [9]. The x-ray diffraction experiments suggest a body-centered tetragonal structure [10] and Raman experiments provide further constraints [9]. Here, starting from these experimental guidelines, we report results for ab initio calculations of the molecular and crystalline H4M structures. We use a bottom-up approach, where we first find the optimal structure for H4M molecules, which we then assemble to form solids with various symmetries.

3.1. Structure of molecular H4M

We start by investigating the structure of a single H4M molecule. After relaxing the molecule, starting from a variety of initial positions, we always find the same optimal structure: the molecule forms two tetrahedra, sharing the same center with opposite directions. The common center is the carbon atom of the methane molecule, which forms the small tetrahedron. The four hydrogen molecules form a larger tetrahedron, each of them located on one of the vertices, and oriented so that they point to the central carbon atom of the methane. We find the C-H bond of the methane molecule to be 1.091 Å, the H-H bond of the hydrogen molecules to be 0.742 Å, and the distance from the central carbon atom to the closer hydrogen atom of the hydrogen molecules to be 3.295 Å. The optimized structure of the H4M molecule is depicted in figure 1.

In table 1, we list the binding energies as a function of the number of H2 molecules bound to the central CH4 molecule. Here, the binding energy is defined as \( E_{\text{bind}} = E([\text{H}_2]_n \text{CH}_4) - E([\text{H}_2]_n) - nE(\text{H}_2) \) for the case of \( n \) H2 molecules bound to the CH4 molecule. We can see that an increase in the number of H2 molecules leads to an increase in binding energy per H2 molecule, due to the additional interaction of H2 molecules. We also report the incremental adsorption energy, i.e., the work to absorb each new H2 molecule. The increasing magnitudes in both columns validate the stability of the H4M molecule.
Figure 1. Optimized structure of a single H4M molecule (H2)2CH4. The methane molecule forms a small tetrahedron, which sits inside a large tetrahedron formed by the hydrogen molecules. The axes of all hydrogen molecules point toward the centers of the faces of the methane tetrahedron.

Table 1. Binding energies $E_{\text{bind}}$ (meV) of H2 in (H2)2CH4 as a function of the number of H2 molecules attached. We also report the incremental absorption energy $E_{\text{abs}}$ (meV), i.e. the work to absorb each new H2 molecule.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$E_{\text{bind}}$</th>
<th>$E_{\text{bind}}/H_2$</th>
<th>$E_{\text{abs}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-19.50</td>
<td>-19.50</td>
<td>-19.50</td>
</tr>
<tr>
<td>2</td>
<td>-36.58</td>
<td>-19.79</td>
<td>-20.08</td>
</tr>
<tr>
<td>3</td>
<td>-66.33</td>
<td>-20.11</td>
<td>-20.75</td>
</tr>
<tr>
<td>4</td>
<td>-81.36</td>
<td>-20.34</td>
<td>-21.03</td>
</tr>
</tbody>
</table>

At this point, it is instructive to pause for a moment and analyze the performance of vdW-DF in H4M, the structure and binding of which is very much determined by van der Waals forces. Since this molecule is small enough, we can compare here with the highest level of quantum chemistry. To this end, we have calculated the binding energy of four H2 molecules to methane—i.e. the last row of Table 1—using various approaches and exchange–correlation functionals. As reference, we use MP2 and CCSD(T) calculations, using the aaug-cc-pV1Z basis set with counterpoise corrections. For the binding energy we find -85.93 meV with MP2 and -87.75 meV with CCSD(T). These reference numbers are now to be compared with DFT calculations. Using standard LDA [30], we find a very strong erroneous overbinding of -194.37 meV, not unusual when applying LDA to small molecules with common van der Waals interactions. On the other hand, a standard PBE [32] calculation gives a large erroneous underbinding of only -36.65 meV. From these results it is clear that a single H4M molecule is a very delicate system that is very much influenced by van der Waals interactions and thus an ideal application for vdW-DF. The corresponding binding energy with vdW-DF is -81.36 meV, in almost perfect agreement with high-level quantum chemistry. These results show that standard functionals such as LDA and PBE are not suited to describe the binding of H4M itself and much less so to study the H4M crystal structure or its properties inside MOFs and nanotubes; thus, in the following we will only report results for vdW-DF.

It is also worth mentioning at this point that vdW-DF is responsible for a small but significant charge transfer; in fact, it seems that vdW-DF is self-consistently rearranging the charge density just right, resulting in the excellent binding energy. Such charge transfers caused by vdW-DF are typically very small, i.e. of the order of $10^{-3}$ electrons $\text{Å}^{-3}$, where electronic charge gets accumulated between the constituents. A nice presentation of this charge transfer due to van der Waals binding is given in figure 8 of [21].

3.2. Structure of crystalline H4M

It is a complicated task to find the true crystalline structure for H4M. In principle, one should use an approach such as the ab initio random structure search (AIRSS) algorithm [33]—which generates random structures biased on chemistry, experimental, and symmetry grounds—to sample the corresponding large phase space. Here, however, we make use of experimentally suggested symmetries [9, 10] and an already existing semiclassical sampling of a large number of possible configurations [34]. Since Somayazulu et al. suggested a body-centered tetragonal (BCT) structure (with some uncertainty) based on x-ray diffraction patterns [10], research on the precise structure of crystalline H4M seems to have subsided. Fifteen years later, Mao et al. found a simple orthorhombic unit cell for crystalline H4M from a combined semiclassical/DFT approach by randomly arranging atoms, which resulted in a good agreement between calculated and experimental XRD spectra [34]. They found an optimized unit cell of 332 Å$^3$ with four H4M molecules, resulting in a molecular hydrogen volumetric density of 0.16 kg H2/L in disagreement with their previously published number, which was almost twice as large [8]—which we thus believe to be an error.

Using the above information as a starting point, we generate seven closely related possible unit cells with an H4M molecule as a building block (using the molecular structure described above), i.e. simple/body-centered/fcc-centered cubic (SC/BCC/FCC), simple/body-centered/fac-centered orthorhombic (SO/BCO/FCO), and body-centered tetragonal (BCT). For all seven structures, we internally (atom positions) and externally (unit cell parameters) optimize the unit cells and determine the optimal ratios between the lengths of their edges $(b/a)$ and $(c/a)$ without pressure; the corresponding results are listed in Table 2. Then, we add hydrostatic pressure by changing the cell parameter $a$, while keeping $b/a$ and $c/a$ constant, and relaxing the atom positions again for each volume. Application of the exact conditions of hydrostatic pressure requires knowledge of all corresponding elastic constants, but test calculations show that H4M is close to isotropic, such that the uniform scaling of all lattice constants is a good approximation. The resulting energy versus volume curves are fitted using a Murnaghan equation of state, enabling us to analyze the structures and their pressure dependence in detail; results are shown in figure 2.

1. For example, the SO unit cell is almost tetragonal—see table 2—and our calculations show that the corresponding elastic constants $c_{12}$ and $c_{13}$ differ only by a few per cent, while $c_{33}$ differs by about 10%. The numbers are similar for other symmetries.
Table 2. Lattice constant $a$ (Å) and corresponding ratios $b/a$ and $c/a$ for crystalline H4M in various symmetries.

<table>
<thead>
<tr>
<th>Symmetry</th>
<th>$a$ @ 5.8 GPa</th>
<th>$a$ @ 0 GPa</th>
<th>$b/a$</th>
<th>$c/a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCC</td>
<td>7.119</td>
<td>9.089</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>BCC</td>
<td>5.636</td>
<td>7.166</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>FCO</td>
<td>7.791</td>
<td>9.865</td>
<td>0.897</td>
<td>0.843</td>
</tr>
<tr>
<td>SC</td>
<td>4.449</td>
<td>5.684</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>BCO</td>
<td>6.162</td>
<td>7.741</td>
<td>0.976</td>
<td>0.776</td>
</tr>
<tr>
<td>BCT</td>
<td>6.056</td>
<td>7.628</td>
<td>1</td>
<td>0.795</td>
</tr>
<tr>
<td>SO</td>
<td>5.174</td>
<td>6.597</td>
<td>0.798</td>
<td>0.784</td>
</tr>
</tbody>
</table>

As can be seen, the BCO and BCT curves are very close to each other due to the similarity of their structures, and they have the lowest energies at zero pressure. However, as the pressure increases, they cross with the SO curve, indicating a pseudo-phase transformation at around 1.8 GPa. At 5.8 GPa—the pressure at which H4M is experimentally stable at room temperature—SO has the smallest volume and slightly higher energy than BCO/BCT. Since at zero temperature the condition for the stable structure at constant pressure is that enthalpy ($H = E + PV$) be minimum [35], we conclude that the SO structure is favored at 5.8 GPa, in agreement with Mao et al [34]. The corresponding results for zero pressure and a pressure of 5.8 GPa are listed in table 3. It is striking to see how soft this material is, as is evident by the tremendous volume change upon applying 5.8 GPa of pressure, as is expected for a van der Waals crystal.

4. H4M in MOFs

With the H4M crystal structure, we are now ready to position H4M into external host materials, in the hope of stabilizing it at reasonable temperatures. We begin by investigating the possible pressure range that several common MOF materials exhibit. For our study, we limit ourselves to three MOFs of different sizes: the smallest MOF we include is MOF-5, consisting of Zn-O-C clusters at the corners, connected through one benzene linker in a cubic symmetry, depicted in figure 3. From this starting structure, large MOFs can be built by simply making the chain of benzene linkers longer, while keeping the network topology the same. Such MOFs are referred to as isotERIC, and we have selected tMOF-10 (the linker chain contains two benzene rings) and tMOF-16 (the linker chain contains three benzene rings). For a nice graphical representation and further details of the three MOFs under investigation, see [15]. As the starting point for the three MOF structures, we use experimental atom positions from the supplementary materials of [15].

MOFs can have very large unit cells with hundreds of atoms, which—together with hundreds of atoms from the H4M filling—can quickly render $ab$ initio calculations impractical. In order to still be able to make quantitative statements, we begin by investigating empty MOFs and the pressure they can create in their cavities. With the knowledge gained about MOF strength, we estimate their performance when filled with H4M. We verify the results with one full $ab$ initio calculation on a small, but complete system of MOF + H4M.

First, we investigate the strength of the bond between the Zn-O-C cluster corners and the connected benzene linker. Knowledge of the strength of this bond allows us to estimate the pressure the MOF can withstand in its cavity. To this end, we perform total energy calculations in which we pull the benzene ring away from the cluster. We keep the structure in the $x$ and $y$ directions constant, and move the benzene ring along the $z$-axis. To accommodate this, we construct a new tetragonal unit cell with the same cell parameter in the $x$ and $y$ directions (12.916 Å) as the relaxed cubic MOF-5.

Table 3. Volume $V$ (Å$^3$), volumetric hydrogen density $\rho_{\text{H2}}$ (kg H$_2$/L), energy $E$ (meV), and enthalpy $H$ (meV) of crystalline H4M for various symmetries. Energies are reported relative to the values for the SO structure.

<table>
<thead>
<tr>
<th>Symmetry</th>
<th>$V$</th>
<th>$\rho_{\text{H2}}$</th>
<th>$E$</th>
<th>$H$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCC</td>
<td>90.19</td>
<td>0.1473</td>
<td>88.2</td>
<td>215.9</td>
</tr>
<tr>
<td>BCC</td>
<td>89.49</td>
<td>0.1484</td>
<td>80.5</td>
<td>182.9</td>
</tr>
<tr>
<td>FCO</td>
<td>89.40</td>
<td>0.1486</td>
<td>44.4</td>
<td>143.6</td>
</tr>
<tr>
<td>SC</td>
<td>88.84</td>
<td>0.1309</td>
<td>65.1</td>
<td>114.9</td>
</tr>
<tr>
<td>BCO</td>
<td>88.99</td>
<td>0.1499</td>
<td>-8.1</td>
<td>183.2</td>
</tr>
<tr>
<td>BCT</td>
<td>88.31</td>
<td>0.1504</td>
<td>-7.3</td>
<td>176.4</td>
</tr>
<tr>
<td>SO</td>
<td>86.67</td>
<td>0.1533</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Graphical representation and further details of the three MOFs under investigation, see [15]. As the starting point for the three MOF structures, we use experimental atom positions from the supplementary materials of [15].

MOFs can have very large unit cells with hundreds of atoms, which—together with hundreds of atoms from the H4M filling—can quickly render $ab$ initio calculations impractical. In order to still be able to make quantitative statements, we begin by investigating empty MOFs and the pressure they can create in their cavities. With the knowledge gained about MOF strength, we estimate their performance when filled with H4M. We verify the results with one full $ab$ initio calculation on a small, but complete system of MOF + H4M.

First, we investigate the strength of the bond between the Zn-O-C cluster corners and the connected benzene linker. Knowledge of the strength of this bond allows us to estimate the pressure the MOF can withstand in its cavity. To this end, we perform total energy calculations in which we pull the benzene ring away from the cluster. We keep the structure in the $x$ and $y$ directions constant, and move the benzene ring along the $z$-axis. To accommodate this, we construct a new tetragonal unit cell with the same cell parameter in the $x$ and $y$ directions (12.916 Å) as the relaxed cubic MOF-5.
structure, but with an elongated z-edge with a c/a value of 2.2. This allows us to move the benzene ring several Å, while always keeping a minimum distance of at least 8 Å to the Zn–O–C cluster in the next unit cell. The side of the benzene that would usually connect to the next corner is hydrogen terminated. Throughout the calculations, the relative positions of the atoms in the Zn–O–C cluster and the benzene rings are fixed; the only element that changes is the relative distance between the Zn–O–C cluster and the benzene ring in the z-direction. Results for the total energy versus benzene ring displacement are plotted in the upper panel of figure 4. The force is then calculated by the energy derivative and is plotted in the middle panel of figure 4. From this, we can estimate the possible pressure that MOF-5 can create, as the pressure is the ratio between the force and the area of the square in the cubic unit cell. Note that the connection of the benzene ring to the Zn–O–C cluster at the corners is the same for MOF-5, iMOW-10, and iMOW-16. Such as the energy versus benzene ring displacement plot allows us to estimate the pressure for all three MOFs. Simple test calculations show that the bond between two benzene rings in longer linkers is slightly stronger than the bond between the Zn–O–C cluster and the first benzene ring. In other words, the bond between the Zn–O–C cluster and the first benzene ring breaks before the bond between two benzene linkers. Thus, the corresponding pressures in iMOW-10 and iMOW-16 can easily be estimated by dividing by their corresponding (larger) areas. The pressures, as a function of benzene ring displacement, estimated in this way are depicted in the lower panel of figure 4. The zero point on the horizontal displacement axis indicates the position at which the benzene linker sits in the optimized zero-pressure unit cell. The maximum pressure in the case of MOF-5 is 3.9 GPa, close to the required H4M storage pressure at room temperature. The larger host materials iMOW-10 and iMOW-16 can still produce maximum pressures of 2.3 GPa and 1.5 GPa, respectively, before they break.

We next investigate the possible storage of H4M in these MOF systems. The free and fixed diameters (see figure 3 for a definition of these terms) of the pores in MOF-5 have been reported as 11.2 Å and 18.6 Å, respectively [15]. Since the diagonal length of our calculated SO H4M structure at 5.8 GPa is 7.7 Å, we insert a 2 × 2 × 2 compressed H4M supercell into the pores of MOF-5. The MOF-5 structure itself has 424 atoms; fully filled with the H4M supercell, this corresponds to more than 1000 atoms. Since this is computationally too demanding, we only fill one pore (out of eight) per unit cell, resulting in a 528 atom unit cell. We then perform ab initio calculations on this system and find that the unit cell experiences a pressure of 3.9 GPa (the fact that this number is the same as the corresponding maximum pressure in table 4 is accidental). This pressure is lower than the 5.8 GPa compacted H4M supercell that is inserted, simply because the cavity is slightly larger than the H4M supercell. When we further let all atoms relax again in this structure, we find that the unit cell stabilizes at approximately 1 GPa. Note that, upon relaxation, we find only minimal changes in the atom positions of both the MOF and the inserted H4M.

Based on the estimations from above, in table 4, we list the theoretical performance of H4M storage in MOF-5, iMOW-10, and iMOW-16. Since the pore size should be approximately commensurate with the unit cell size of crystalline H4M, we can estimate a possibly largest H4M supercell that would fit in each pore, according to the pore diameters [15]. From that, we calculate the hydrogen mass density—including and not including the hydrogen in CH4. In addition, with knowledge of the experimentally determined stability field [9] and the possible maximum pressure from above, we estimate what temperature the systems need to be cooled for the H4M to be stable. Overall, there is a tradeoff.
Table 4. Performance of different MOFs as hosts for H4M. The data gives the MOF type, free and fixed pore diameter (Å), maximum commensurate size of the H4M supercell for filling, hydrogen mass density \( \rho_{\text{max}} \) (mass%) with and without the hydrogen in CH4, maximum pressure \( P \) achievable (GPa), and temperature \( T \) (K) to which the system needs to be cooled to stabilize H4M.

<table>
<thead>
<tr>
<th>System</th>
<th>Free</th>
<th>Fixed</th>
<th>Filling</th>
<th>( \rho_{\text{max}} )</th>
<th>( \rho_{\text{w/o}_H} )</th>
<th>Max. ( P )</th>
<th>( T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOF-5</td>
<td>11.2</td>
<td>18.6</td>
<td>2 x 2 x 2</td>
<td>10.0</td>
<td>6.7</td>
<td>3.9</td>
<td>224</td>
</tr>
<tr>
<td>iMOF-10</td>
<td>15.4</td>
<td>24.5</td>
<td>3 x 3 x 3</td>
<td>19.5</td>
<td>13.0</td>
<td>2.3</td>
<td>172</td>
</tr>
<tr>
<td>iMOF-16</td>
<td>19.1</td>
<td>28.8</td>
<td>3 x 3 x 3</td>
<td>15.3</td>
<td>10.2</td>
<td>1.5</td>
<td>126</td>
</tr>
<tr>
<td>Pure H4M</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
</tr>
</tbody>
</table>

between the cooling required and the mass density—the higher the hydrogen mass density, the more cooling is required. Even though none of those three MOFs stabilize H4M at room temperature, these results are promising: experimentally, pure hydrogen gas absorption using MOF-5 can reach a maximum mass density of 4.3 mass% [13], while our calculated hydrogen mass density—using H4M as a guest molecule—is significantly higher. This result is related to the fact that most of the pure hydrogen molecules physisorb on the inside walls of the pores, while using H4M makes more efficient use of the entire pore volume.

5. H4M in nanotubes

Nanotubes have been studied extensively and it is well known that they have extraordinary electronic and physical properties [16]. In particular, nanotubes have exceptionally high stiffness and strength and hence the ability to withstand large elastic strains [36, 37]. In the following, we investigate whether carbon nanotubes can provide the necessary pressure to stabilize H4M. We consider zigzag single-wall carbon nanotubes—since they are semiconducting and thus easier to model—with chirality \((n,m)\) ranging from \((10,0)\) to \((26,0)\), corresponding to radii from 4 to 10 Å. While larger nanotubes with radii of up to several nanometers can be produced in experiments [17], the filling of such systems with H4M is currently not accessible through \textit{ab initio} simulations, due to the large number of atoms. Similarly to the case of H4M in MOFs, we first model empty nanotubes to find their elastic properties and then investigate their loading with H4M through suitable approximations. Again, we verify our results by one \textit{ab initio} calculation on a small, but complete system of CNT + H4M.

5.1. Radial Young’s modulus and strain of carbon nanotubes

The property of most interest to us is the Young’s modulus, as it is closely related to the pressure resulting from a small perturbation to the tube’s radius. Since the axial Young’s modulus has been determined to be 1 TPa [37, 38], we focus on the radial Young’s modulus here. We start from the properties of isolated carbon nanotubes, modeling them with a minimum wall-to-wall separation of at least 8 Å. The radial Young’s modulus \( E_r \) in a hydrostatic pressure model is given by

\[
\Delta U_e = \frac{E_r a_0 \Delta r^2}{2 r_0},
\]

Figure 5. Calculated radial Young’s moduli for nanotubes of different sizes.

where \( \Delta U_e \) is the relative strain energy, \( a_0 \) and \( r_0 \) are the original cross-section and radius, and \( \Delta r \) is the amount by which the radius changes. For each nanotube, we first relax the structure and then perform five self-consistent calculations varying the tube radius by \(0\%\), \(\pm 0.5\%\), and \(\pm 1\%\). As expected, \( \Delta U_e \) and \( \Delta r \) satisfy a quadratic relation in a small vicinity of \( r_0 \), allowing us to calculate \( E_r \) for each nanotube. Our results are depicted in figure 5, together with recently reported results from analytical calculations [39], where the following fit for \( E_r \) of zigzag carbon nanotubes has been found:

\[
E_r = \frac{2 k_0 \sin^2(\pi/n)}{3 \pi b}
\]

Here, \( n, b, \) and \( k_0 \) refer to the chirality \((n,0)\), the C-C bond length (in our case 1.42 Å), and the stretching force constant of the covalent bond. The comparison of our results to the results of Li \textit{et al.} [39] is already very good, but can be improved if we adjust \( k_0 \) from its originally published value of 652 N m\(^{-1}\) to 610 N m\(^{-1}\).

Knowledge of the radial Young’s modulus allows us to estimate what pressure the nanotubes can withstand inside its cavity. In particular, we use the Young’s modulus found previously, to calculate the strain necessary to create 5.8 GPa of pressure inside the nanotube—this is the pressure required to stabilize H4M at room temperature. The corresponding strains are given in table 5. Next, we perform simple calculations on the carbon framework to measure how much strain it can withstand before it breaks. In our calculations we investigate strains from 10% to 20% and we find that the carbon network breaks at approximately 15% strain, in good agreement with [40, 41], although other experiments note that breaking occurs at a lower strain of around 5% [37, 42].
5.2. Binding between nanotubes: optimized separation for a nanotube bundle

We next investigate the binding of nanotubes to each other. To this end we arrange the nanotubes in a hexagonal unit cell and study the energy as a function of separation in such bundles. We start from isolated nanotubes and bring them together incrementally, performing two types of calculation: (i) the atoms in the tubes are fixed and (ii) the tubes are free to deform. From the resulting energy curves, we find that nanotubes bind at a wall-to-wall separation of approximately 3.5 Å, nearly independent of size. Furthermore, larger tubes undergo more deformation at close distance and there is a significant energy gain from the deformation if the separation is less than 3 Å for tubes with chirality larger than (16, 0). Since the deformation only plays a significant role in a region closer than the natural binding distance, we will use a 3.5 Å wall-to-wall distance and start all simulations from undistorted nanotubes in the calculations reported below. From our calculated wall-to-wall separation of nanotubes in bundles, we can then deduce the achievable volumetric hydrogen-storage density, results are given in Table 5.

5.3. CNT + H4M system

The length of one of the edges of the SO H4M crystalline unit cell at 5.8 GPa is very close to the unit cell length of carbon nanotubes in the axial direction (4.27 Å). Hence, we compress the H4M unit cell slightly so that the edge is exactly commensurate and scale the other two edges accordingly. We then put \( n \times n \times 1 \) supercells of H4M inside the carbon nanotubes and relax the whole system. For example, since the diagonal length of the scaled H4M unit cell is 6.6 Å (slightly larger than the radius of the (16, 0) carbon nanotube), it is natural to build the filled structure from a (16, 0) nanotube together with a \( 2 \times 2 \times 1 \) H4M supercell. We slightly adjust the positions of several hydrogen molecules at the corners to prevent steric clashes. The resulting relaxed structure is shown in Figure 6. Throughout the relaxation, the structure of H4M changes noticeably. The nanotube also deforms and exhibits a strain of 1.4%, which is more than we estimated in Table 5 since we compressed the supercell slightly to make it commensurate; nevertheless, it withstands the pressure created by the H4M inside.

In Table 5, we list the theoretically possible hydrogen mass densities for the CNT + H4M system for nanotubes up to a radius of 25 Å; even better performance might be achievable for larger tubes. Note that for tubes starting at (40, 0), the filling with supercells of H4M is not simply a square-type pattern corresponding to \( n \times n \times 1 \), but we can fit in further unit cells on the side to better approximate the circular shape of the tube. The corresponding filling is then reported as \( n \times n \times 1 + m \), where \( m \) indicates the number of additional unit cells of H4M that we are able to fit in a given tube. According to our estimation, all indicated tubes provide enough pressure to stabilize H4M at room temperature.

6. Conclusions

In this paper we present results of \textit{ab initio} calculations on the H4M system for the purpose of hydrogen storage. While H4M shows exceptional hydrogen mass storage density—well beyond the required Department of Energy target—it falls short in its thermodynamic properties. It either requires very high pressure to be stable at room temperature, or it needs to be extensively cooled at ambient pressure. Our \textit{ab initio} simulations are a proof of concept that external agents such as MOFs and carbon nanotubes can be used.
to provide the necessary pressure. We find that certain MOFs provide enough pressure to significantly decrease the burden of cooling, but none of them stabilize H4M at room temperature. On the other hand, we find the very encouraging result that carbon nanotubes may stabilize H4M at room temperature with outstanding gravimetric and volumetric hydrogen-storage densities.

While in this study we have performed basic simulations of possible host materials to stabilize H4M, we have not addressed related practical issues. Questions arise as such: even if these host materials are, in principle, capable of stabilizing H4M at close-to-ambient temperatures, how can we practically place the H4M inside the cavities of these host materials? Also, it is not clear that the radial pressure of the nanotubes alone is practically enough to stabilize H4M; some axial pressure might be necessary. More research is needed to see whether H4M can be crystallized inside these structures, or whether it can form clusters at a low temperature and then diffuse into these cavities.
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1. Abstract

As the essential building blocks of many electronic devices, solid state thin-films are attracting extensive interest. Soluble nanocrystals (NCs) make it possible to develop robust, low-cost, large-scale fabrication methods for thin-films. However, the organic surface ligands normally used to stabilize the NCs make those thin-films a NC-ligand complex which may possess varied electrical performance compared to a single component system. Previous models could only estimate the charge transportation characteristics in those films quantitatively by considering the capping ligands as a barrier of charges from inter-particle hopping. In this work, we demonstrated that starting from first principles density functional theory, the carrier mobility in a CZTS NC-ligand complex can be determined quantitatively, and guided by this model, we developed a low-cost, low-temperature technique to fabricate CZTS thin films which have a carrier mobility of up to 10.9 cm²/(VS).
2. Introduction

Semiconductor thin films are the fundamental building blocks for rapidly growing fields involving thin-film-transistors (TFTs), solar cells, and transparent electrodes. While many fabrication methods have been developed, semiconductor nanocrystals (NCs) substantially reduce the cost of thin-film electronic and photovoltaic device fabrication because the soluble NCs ‘ink’ can be applied to large-scale, low-cost fabrication techniques such as drop casting, dip casting, spin coating, spray casting, and inkjet printing. However, to avoid aggregation caused by their high surface area, the NCs are normally stabilized by organic insulating capping ligands, which introduce a major obstacle in improving the electronic performance of these thin films. To get rid of these organic ligands, many thin-film preparations employ high-temperature annealing: during this aggressive procedure, defects occur in the film formation due to high weight losses[1], and the high annealing temperature limits the choices of substrate. Otherwise, removing the surface capping ligands requires a hazardous and toxic procedure involving hydrazine[2] [3]. Therefore, searching for a new low-cost method to improve the NCs thin film electrical performance becomes worthwhile.

One solution is to modify the surface of the NCs by exchanging the long chain insulating ligands with new shorter ligands. Past studies have revealed that the charge transport in a PbSe NC-ligand system can be considered as a series of incoherent tunneling transitions between neighboring NCs[2] [4], using the ligand monolayer as the tunneling barrier. In these previous models, carrier mobility is determined by the site energies, exchange coupling energy between two NCs, and average barrier width. However, given that those parameters are difficult to determine experimentally, these models can only analyze them qualitatively.

In this work, we studied Cu2ZnSnS4 (CZTS) NC-ligand systems. Instead of describing the ligand as an individual tunneling barrier for charge hopping, we coupled it with the NCs and studied how the surface modification influenced the electron structure and the effective mass of charges in this NC-ligand complex. This allowed us to determine the carrier mobility quantitatively.

The kesterite material CZTS possesses promising characteristics to be a conventional absorber for thin film solar cells with the added benefits of being low-cost, non-toxic, and comprised of earth-abundant elements. Various techniques have been developed for the preparation of CZTS thin films, such as sulfurization followed co-sputtering[5], chemical
vapor deposition (CVD)[6], electrodeposition[7], and hydrazine based solution processing[8], which leads to the current highest performing CZTS solar cells (>11% efficiency)[9]. Nevertheless, the nonvacuum, low-toxic preparation of CZTS inks could produce low-cost thin films with superior homogeneous composition. Also, the traditional CZTS ink technique requires a high-temperature procedure which has the same issues that other solution-based NC devices have confronted, but with additional drawbacks: Sn losses through desorption of SnS from CZTS due to high vapor pressure of SnS[10] leads to impurity and defects, and sulfur diffusion into the molybdenum back contact forms MoS2 and yields secondary phases at the CZTS|Mo interface, lowering the performance[11]. Therefore, the theoretical investigation on CZTS NC-ligand systems would not only help us anticipate the electrical performance but also guide us to develop a low-temperature surface modification process that solves the above issues.

3. Discussion

To reveal the origin of how the ligands cap the CZTS NCs and further influence carrier transport in NC-ligand systems, a method based on first principles density functional theory (DFT) is proposed below:

Compared to the bulk material, NC thin films are a complex of organic ligands and nanoparticles. This distinct structure causes great differences between the charge transport features of neighboring particles. Instead of considering the NCs and ligands separately, the CZTS nanoparticles are coupled with different ligands to perform electronic structure calculations for the surface states of CZTS nanoparticles in order to determine the effective mass and then further derive the carrier mobility.

The crystal structure of kesterite CZTS is tetragonal, space group $I\overline{4}$ (No.82 of the International Tables of Crystallography). Our $ab$ initio calculations are carried out in the projector-augmented wave framework in Vienna $ab$ initio simulation package (VASP)[12][13]. We employ both hybrid functionals (HSE06 [14] and PBE0[15]) and compare the results to the Perdew-Burke-Ernzerhof (PBE) parametrization of the generalized gradient approximation[16]. The mixing factor is 0.25 for both hybrid functionals. The plane wave kinetic cutoff energy is 300 eV. A self-consistency convergence criterion of $1 \times 10^{-6}$ eV is used for all calculations and the structures (crystal and crystal-ligand) are relaxed until all
force components are less than 0.01 eV/Å. The bulk properties of ideal kesterite CZTS are calculated with the primitive cell of 8 atoms. A Γ-centered $4 \times 4 \times 4$ Monkhorst-Pack k-point mesh is applied for all three functionals. Results are listed in the supporting material. The GGA results underestimate the band gap and HSE06 has the closest result to the experimental data. This tendency is also found in Ref. [17]

For the crystal-ligand system simulation, we chose oleylamine (OLA) and a few alkanethiols (1-butanethiol (1-BTT), 1-hexanethiol (1-HXT), and 1-dodecanethiol (1-DDT)), ligands with different chain lengths. OLA is a common ligand used in CZTS NCs synthesis. The alkanethiols have stronger bonding between CZTS NCs than OLA does, so the alkanethiols are potentially capable of exchanging with the surface ligand of OLA-capped CZTS NCs. We first create a non-polarized surface (110) which is favorable to the ligand. This is done by using two new basis vectors $(\vec{T}_1', \vec{T}_2')$ on the x-y plane of the 16 atom tetragonal conventional cell, where $\vec{T}_1' = \vec{a}_1 - \vec{a}_2$ and $\vec{T}_2' = \vec{a}_1 + \vec{a}_2$ and $\vec{a}_1$ and $\vec{a}_2$ are the two original basis vectors in the (100) and (010) directions, respectively, while the basis vector in z-direction is unchanged. In Figure 1, $\vec{T}_1', \vec{T}_2'$ are defined as the new X and Y axes, respectively. A supercell is created by stacking three new unit cells in the X direction. Then we remove one hydrogen atom from the amino or thiol group of the ligand molecules and bond the sulfur or nitrogen atom with a copper atom on both sides of the supercell, which are two (110) surfaces of kesterite CZTS. This selection is based on the fact that the Cu$^+$ existing in bulk CZTS can still provide one more electron to bond with the sulfur or nitrogen atoms of the ligands.

Calculations on the CZTS-ligand complex structure are performed with traditional GGA-PBE functional theory. Although the energy gap calculated from GGA-PBE is not correct, we apply the idea of “scissors operator” [18] and trust the shape of the conduction bands which directly lead to band edge effective masses [19]. The k-point sampling is scaled with the size of the new cells. All atoms are relaxed with the same criteria stated above, and the relaxed structures at the surfaces are shown in Figure 1. As expected, the sulfur and nitrogen atoms from the ligand molecules are bonded most closely with the copper ion of CZTS. In order to simulate the mobilities, we calculated the effective mass at the conduction band minimum. Simulation of electron-phonon scattering time is shown in the supporting
material. The overall mobilities are calculated as the average of the mobilities in the X, Y, and Z directions.

As a result, we combined the electronic structure calculations with the analytical formula for electron-phonon scattering of the NC-ligand complex systems and simulated the electron mobilities quantitatively. The results are listed in Table 1 and shown in Figure 2. Due to the fact that the band masses along the X axis are the largest, we can deduce that carrier transport along the ligand molecules is less efficient than transport on the CZTS-ligand surfaces. The band masses on the Y and Z axes have relatively close values. Furthermore, they are also controlled by the length of the ligand molecules. As a general tendency, longer ligands lead to increasing effective masses at the conduction band minimum and hence sharply decreasing mobility. Inspired by our simulation result, and in order to verify this phenomenon and experimentally calculate mobility, we developed a low-temperature, low-cost technique for CZTS NCs thin-film fabrication. OLA-capped CZTS NCs with size 15–25 nm were synthesized as other literature has described[20]. Then the OLA, bonded to NC surfaces, was replaced by 1-BTT, 1-HXT, and 1-DDT in solution, followed by spray casting onto ITO substrates to make NC thin films (Figure 3).

This ligand exchange has been identified via Thermogravimetric Analysis (TGA) and FT-IR (Fourier Transform Infrared Spectra). Since the C-S bond is not sensitive in infrared spectra measurement, the existence of N-H bond was studied: clearly the N-H peaks disappeared after ligand exchange, revealing that the alkanethiols completely replaced the OLA (see Figure 4(B)). Besides, as shown in Figure 4(A), 1-butaneliol, 1-hexaneliol, 1-dodecanethiol, and OLA-capped NCs contain 3.36%, 4.04%, 5%, and 23.32% organic ligands in total weight of NCs, respectively, indicating that ligands with shorter chains could reduce the amount of insulator in the NC thin films. Also, with the noticeable difference of weight percentage, we can conclude that there are weight losses during the ligand exchange process. With a solutionless ligand exchange method, the weight loss happens during the film formation and leaves many cracks[21]. The SEM image in Figure 5 shows that with solution ligand exchange followed by spray casting, we can fabricate condensed homogeneous films without noticeable cracks. Since the NCs still retain their solubility after the ligand exchange, this is a suitable method for large scale fabrication.
We fabricated the hole-only devices with structure Glass/ITO/CZTS/MoO3/Al since CZTS is p type material. Experimentally, the current-voltage relationship was collected using a Keithley 236 source-measurement unit. The carrier mobility (hole) was then extracted from the J-V characteristics through approximation of the space charge limited current (SCLC) in Eqn. (1) [22]

\[
J = \frac{9}{8} \varepsilon_0 \varepsilon \mu_0 \exp \left( \frac{0.89 \beta \sqrt{V/d}}{d^3} \right) \frac{V^2}{d^3}
\]  

(V is the applied voltage, d is the thickness of the film, \(\mu_0\) is the mobility, \(\varepsilon_0\) is the permittivity of free space, and \(\varepsilon=6.7\) is the dielectric constant[23]. Eqn. (2) gives the efficiency \(\beta\) [22], where T is the temperature in calculation.

\[
\beta = \frac{1}{K_q T} \left( \frac{q^3}{\pi \varepsilon_0 \varepsilon} \right)^{1/2}
\]

The experimental results are superimposed onto Figure 2. Although the lengths of the ligands (1nm~3nm) are much smaller than the diameter of the CZTS NCs (15~25 nm), changing those lengths dramatically influences transportation of carriers in the film. Shifting from OLA to 1-BTT, the carrier mobility improves by a factor of 29. More generally, the mobility increases exponentially while the ligand chain length decreases linearly, which agrees with reported PbSe systems[4]. Not only is the trend consistent with our calculations, but also, the measured values have great agreement with our theoretically calculated values. In other words, the agreement in Figure 2 exemplifies both the qualitative and quantitative validity of our model. Additionally, by developing this low-cost, low-temperature technique we were able to achieve a top mobility of 10.9 cm²/(VS), which is comparable with that of reported high-temperature processes[24][25][26][27].

Conclusion

In summary, we reported a novel theoretical method to quantitatively estimate the carrier mobility in a NC-ligand complex, and we demonstrated both experimentally and theoretically that simple surface modification could remarkably change the carrier transportation characteristics in the NC thin film. In the CZTS NC-ligand system, we showed that the carrier mobility increases exponentially with decreasing ligand length because the
carrier’s effective mass is significantly influenced by the capping ligands. Based on this understanding, we developed a low-cost, low-temperature solution method to fabricate condensed homogenous CZTS thin films. With this method, we illustrated that with the shortest ligand adopted in this report, the carrier mobility of a CZTS thin film could be increased to 10.9 cm2/(VS), which is a 29-fold increase compared to the original OLA-capping NC thin film. It is also pertinent to note that further improvement in carrier mobility would be expected through utilizing ligands which are even shorter than 1-BTT. In conclusion, the present findings proved the importance of the surface state of the NCs in the thin-film device, as it enabled us to adjust the carrier mobility through a simple surface modification of the NCs.
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Figure 1  Relaxed surface structures of keresite CZTS ligand complex systems for 4 ligands (OLA, 1-DDT, 1-HXT and 1-BTT) with varying lengths (18, 12, 6 and 4 carbons). The whole unit cell contains a 48 atom supercell arranged along the X axis and ligands on both ends. The anions of the ligands are bonded with the copper ion of CZTS.

Figure 2 Carrier mobility versus ligand length, from the aspects of theoretical value (red sphere) and experimental statistics (blue hole) with mean (black square). The ligand length is showed in the number of carbon atoms (0, 4, 6, 12, and 18 represents bulk, 1-BTT, 1-HXT, 1-DDT and OLA, respectively).
Figure 3 (a)-(b) shows the ligand exchange process in which the longer ligand (d) was exchanged by the shorter ligand (e). After this process, the film can be directly deposited on substrate without post annealing (c).

Figure 4 (A) TGA data for different ligand capped CZTS NCs at a constant heating rate of 5°C min⁻¹ under argon flow. The samples were retained at 140°C for 30min to avoid the influence of excess solvent. Before measurement, samples were dried in vacuum for 24h. (B) FT-IR of NCs capped by different ligands showing that the N-H stretching (blue circle) and N-H bending (red circle) peaks vanished in thiol ligands-NCs system which indicates that after ligand exchange, OLA is replaced by alkanethiols.

Figure 5 SEM images of CZTS films’ cross section with four ligands (OLA, 1-DDT, 1-HXT and 1-BTT).
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Huihui Huang, Yuan Li, Qi Li, Borui Li, Zengcai Song, Wenxiao Huang, Chujun Zhao, Han Zhang, Shuangchun Wen, David Carrollc, and Guojia Fang

This following manuscript is accepted for publication on Nanoscale in 2014. Qi Li performed all the calculations of the dielectric function of the layered Bi$_2$Se$_3$ and simulated the enhance factor. Stylistic variations are due to the requirements of the journal.
Field electron emission properties of solution processed few-layer Bi$_2$Se$_3$ nanosheets are studied for the first time, which exhibits a low turn-on field of 2.3 V/µm, a high field enhancement factor up to 6860 and good field emission stability. These performances are better than the as reported layered MoS$_2$ sheets and are comparable to single layer graphene films. The efficient field emission behaviour is found to be not only attributed to their lower work function but also related to their numerous sharp edges or protrusion decorated structure based on our simulation results. Besides, the contribution of possible topologically protected single Dirac cone surface states of layered Bi$_2$Se$_3$ nanosheets is discussed in this paper. We anticipate that these solution processed layered Bi$_2$Se$_3$ nanosheets have a great potential as robust high-performance vertical structure electron emitters for future light weight and highly flexible vacuum micro/nano electronic device applications.

1. Introduction

Field electron emission is a phenomenon that extracts electrons from materials via quantum tunnelling through the surface potential barrier under strong electric field. Applications include flat-panel displays, high energy accelerators, X-ray sources, microwave amplifiers and vacuum microelectronic devices [1-13]. Among the field emission materials, one dimensional (1D) nanostructure materials including ZnO, carbon nanotubes or nanowires have been sufficiently studied for many years [4,5]. Field emission from two-dimensional (2D) atomic crystal materials such as graphene [6-10] and MoS$_2$ [10] have recently attracted lots of interest due to their atomic-thick sharp edges, unique electronic properties and compatibility with planar device technology.

Most recently, V$_2$VI$_3$ compounds like Bi$_2$Se$_3$, Bi$_2$Te$_3$, and Sb$_2$Te$_3$ have received growing attention not only because of their thermoelectric properties but also their unique electronic properties with insulating bulk states and topologically protected single Dirac cone surface states, namely, topological insulators (TIs) [10-23]. Besides, these materials have layered structures due to the weak Van der Waals’ force between the quintuple layers (QLs) along the [001] direction. As the thickness reduces to few QLs, its surface properties could be enhanced due to the increase of the ratio of surface area to volume [15,24]. Take Bi$_2$Se$_3$, for example, recent literature reported that the square resistance of Bi$_2$Se$_3$ nanosheet with few QLs could be as low as 330 Ω, which might be ascribed to a new type of two-dimensional electron gas (2DEG) covered on the surface [25]. The excellent conductivity and atomic-thick sharp edges of layered Bi$_2$Se$_3$ nanosheet indicate that it could be a promising excellent field emission material. However, atomic-thick 2D layered structures have not been reported from experiment or theory. In this paper, we experimentally studied the field emission properties of solution processed layered Bi$_2$Se$_3$ nanosheets and proposed a theoretical field emission model for this system.

2. Results and discussion

Fig. 1 (a)-(c) TEM images of the layered Bi$_2$Se$_3$ nanosheets. (d) SAED pattern of the layered Bi$_2$Se$_3$ nanosheets.
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Layered Bi$_2$Se$_3$ nanosheets were prepared from bulk Bi$_2$Se$_3$ crystals by a three-step exfoliation method including mechanical grinding, hydrothermal exfoliation and sonication exfoliation (see the fabrication routine in Figure S1). Figure 1(a)-(c) show the transmission electron microscope (TEM) images of the layered Bi$_2$Se$_3$ nanosheets, which were prepared by directly dropped on the substrate from the dispersion solution (see Figure S1(d)). Clearly layered structures with size of several hundred nanometres could be seen from these images. Furthermore, the corresponding selected area electron diffraction (SAED) pattern of the Bi$_2$Se$_3$ nanosheets is shown in Figure 1(d). The regular shape of the SAED pattern reveals that the layered Bi$_2$Se$_3$ nanosheets are monocrystalline, the wide surfaces are analyzed as (001) planes, which implies that the nanosheets were exfoliated along the [001] (c-axis) direction.

Fig. 2 SEM images of the exfoliated layered Bi$_2$Se$_3$ nanosheets spin-coated on Si substrate.

Fig. 3 (a) AFM image and height profile (b-c) of the layered Bi$_2$Se$_3$ nanosheets.

Figure 2 shows the scanning electron microscope (SEM) images of layered Bi$_2$Se$_3$ nanosheets which were spin-coated on Si substrate from the dispersion solution (see Figure S1(d)). Flat layered Bi$_2$Se$_3$ nanosheets were dispersed on the Si substrate with size up to several hundred nanometers. In order to prove the atomic-thick layered structure of the as-obtained Bi$_2$Se$_3$ nanosheets, atomic force microscopy (AFM) techniques were applied to the sample, which is shown in Figure 3. Figure 3(a) shows the AFM image of dispersed layered Bi$_2$Se$_3$ nanosheets, the thicknesses of all the nanosheets in the image are smaller than 2.87 nm. For accurate thickness information, height profiles of Line A-B and Line C-D in the image are shown in Figure 3(b-c). The thickness of the samples in the Line A-B and Line C-D are calculated as ~1.0 nm and ~1.3 nm, respectively. Considering the instrument error, these results imply that the Bi$_2$Se$_3$ nanosheets in the image might be made up of 1 or 2 QLs since each planar QL with a thickness of ~0.955 nm [24]. These above results prove that the as-prepared Bi$_2$Se$_3$ nanosheets have atomic thick 2D layered structures.

Further, Figure 4(a) compares the Raman spectrum of the layered and bulk Bi$_2$Se$_3$ in the range of 50–200 cm$^{-1}$. The three Raman peaks central at ~70 cm$^{-1}$, ~130 cm$^{-1}$ and ~173 cm$^{-1}$ could be assigned to the out-of-plane vibrational mode ($A'$), the in-plane vibrational mode ($E'$), and the out-of-plane vibrational mode ($A''$) of Bi$_2$Se$_3$, respectively [25, 26]. It also can be seen that the relative intensity of the $A''$ vibrational mode in the layered Bi$_2$Se$_3$ spectrum is stronger than that in the bulk Bi$_2$Se$_3$ spectrum. Besides, the line width (~11.8 cm$^{-1}$) of the $E'$ vibrational mode of the layered Bi$_2$Se$_3$ is a little bit broader than that of the bulk Bi$_2$Se$_3$ (~10.5 cm$^{-1}$). These Raman results confirm the few layer structure of the Bi$_2$Se$_3$.

Fig. 4 (a) Raman spectra of layered Bi$_2$Se$_3$ and bulk Bi$_2$Se$_3$. (b) UPS spectra of layered Bi$_2$Se$_3$ and bulk Bi$_2$Se$_3$.

In order to investigate the surface electronic states of Bi$_2$Se$_3$, ultraviolet photoelectron spectroscopy (UPS) spectra of layered Bi$_2$Se$_3$ and bulk Bi$_2$Se$_3$ is compared in Figure 4(b). On one hand, the UPS spectrum of layered Bi$_2$Se$_3$ shifted about 0.4 eV to higher binding energy compared with that of bulk Bi$_2$Se$_3$, indicating a decrease in work function for the layered Bi$_2$Se$_3$. On the other hand, the valence band maximum (E$_V$) of bulk Bi$_2$Se$_3$ is located 0.7 eV below its Fermi level (E$_F$), indicating that the bulk conduction band is occupied due to the n-type doping of defects, which also implies that the surface properties of bulk Bi$_2$Se$_3$ (with band gap of ~0.3 eV) might be masked by its bulk states. However, no clear energy gap between E$_V$ and E$_F$ could be found in the UPS spectra of layered Bi$_2$Se$_3$, which might be caused by the dominated zero-band surface states of the layered Bi$_2$Se$_3$ due to its large surface-to-volume ratio. The lower work function and the possible much more conductive
surface of layered Bi$_2$Se$_3$ should be related to the changed surface properties including surface energy and surface band structure\(^1\)\(^2\), both of which are conducive to the field emission and it will be proved in the following experiments.

![Image](image.png)

**Fig. 5** (a) Typical plot of field emission current density versus electric field (J-E) of the layered Bi$_2$Se$_3$ nanosheets. Inset is the corresponding Fowler-Nordheim (FN) plot. (b) The field emission current density of the layered Bi$_2$Se$_3$ nanosheets with time, inset is an electron emission fluorescence image for the layered Bi$_2$Se$_3$ nanosheets emitter (a phosphor coated ITO glass was used as the anode in this case).

The electron-field-emission measurement of the layered Bi$_2$Se$_3$ nanosheets was carried out in a vacuum chamber with a base pressure lower than $1 \times 10^{-7}$ Pa at room temperature. In this case, the Bi$_2$Se$_3$ nanosheets were spin-coated on pre-cleaned n-type silicon (9.0 $\times$ $10^5$ $\Omega$-cm) from the dispersion solution (see Figure S1(d)). Therefore, the Bi$_2$Se$_3$/Si was employed as the cathode and an ITO glass was used as the anode for this measurement. A typical plot of field emission current density versus electric field (J-E) curve at a vacuum gap of ~120 $\mu$m is shown in Figure 5(a). As compared in Table 1, the turn-on field ($E_{on}$) of the layered Bi$_2$Se$_3$ on flat Si (defined as the emission current density reach 10 $\mu$A/cm$^2$) is about 2.3 V/um, which is smaller than those of layered MoS$_2$ sheets and is comparable to that of single-layer graphene films\(^3\)\(^4\). The obtained J-E curve could be further analyzed by Fowler-Nordheim (FN) theory, which can be expressed by the following equation:

$$J = A(\beta E_0/\phi) \exp(-B\Phi^{2/3}/\beta E_0)$$

(1)

Where $J$ is field emission current density, $E_0$ is the mean field between the cathode and anode, $\beta$ is the field enhancement factor, $\phi$ is the work function, A and B are constants ($A = 1.54 \times 10^{-6}$ A$^{-1}$ V$^{-1}$ m, $B = 6.85 \times 10^{-10}$ V$^{-1}$ m$^{2/3}$). The inset of Figure 5(a) shows the corresponding FN plot ($\ln(J/\Phi)$ vs $1/E_0$), which shows approximately a linear relationship with a slope $m = -10.1$. Since the work function of layered Bi$_2$Se$_3$, could be deduced from the UPS results as 4.7 eV, the field enhancement factor $\beta$ can be calculated as 6360 ($\beta = (6.85 \times 10^{-10}) \rho^{2/3}/m$), which is larger than those of single-layer graphene films and layered MoS$_2$ sheets, as shown in Table 1. The emission stability test was performed at a preset value of ~0.13 mA/cm$^2$ and the recording interval was 1 s. As shown in Figure 5(b), no obvious emission degradation is observed for over 3600 s and the emission fluctuation is about ~1.5%. The inset of Figure 5(b) illustrates the corresponding electron emission fluorescence image. In the meantime, we also fabricated a flexible field emitter simply by drop casting the layered Bi$_2$Se$_3$ dispersion onto carbon cloth (see Figure S4-S7), which has a low turn-on field of 2.3 V/um, a field enhancement factor of 3207, a large field emission current density to 10 $\mu$A/cm$^2$ and good emission stability (see Figure S6).

In order to investigate the origin of the efficient field emission behaviours of layered Bi$_2$Se$_3$ nanosheets, we further proposed a field emission model based on the finite element method with ANSYS v14 software and Coulomb 4.3 software\(^3\). There are two very important issues in the model of layered Bi$_2$Se$_3$ field emission: 1) the electrical field distribution on the layered Bi$_2$Se$_3$ in field emission. 2) the shape dependence of layered Bi$_2$Se$_3$.

First, we simulated the electrical field intensity distributed on a regular circular layered Bi$_2$Se$_3$ with a positive voltage of 1000 V applied to the anode (see Figure S8). Based on these parameters, especially the permittivity of the involved materials (see Table S1 in the SI), the edge effect is clearly proved in Figure 6(a) with maximum intensity 6.3 V/um. This also shows edge effect is the key point to field emission of layered

<table>
<thead>
<tr>
<th>Turn-on filed (V/um)</th>
<th>Field enhancement factor (6)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-layer graphene films</td>
<td>2.2 ($\times$ 10$^{10}$ $\mu$A/cm$^2$)</td>
<td>3700</td>
</tr>
<tr>
<td>Layered MoS$_2$ sheet</td>
<td>3.5 ($\times$ 10$^{10}$ $\mu$A/cm$^2$)</td>
<td>1158</td>
</tr>
<tr>
<td>Layered Bi$_2$Se$_3$ on flat Si</td>
<td>2.3 ($\times$ 10$^{10}$ $\mu$A/cm$^2$)</td>
<td>6360</td>
</tr>
<tr>
<td>Layered Bi$_2$Se$_3$ on flexible carbon cloth</td>
<td>2.3 ($\times$ 10$^{10}$ $\mu$A/cm$^2$)</td>
<td>3207</td>
</tr>
</tbody>
</table>
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structural materials. Therefore, could we make more edges to strengthen the effect? We further investigated the irregular shape with more edges, and compared it with regular shape (circular disc). Figure 6 (b) and (c) compare the electrical field distributions for two cases. Obviously, irregular shape shows a much more obvious intense edge effect. This probably provides a way to enhance the field emission for layered materials, because unlike bulk material using in field emission having a tip in z direction, layered materials show a plume on the top, meaning that it is very difficult to improve field emission through making a tip toward z direction. In terms of the inspiration from Figure 6(b) and (c), the field emission in layered material can be tuned via making edges in the crosswise dimension (x, y direction), which is in accordance with the experimental results since the solution processed layered Bi$_2$Se$_3$ nanosheets have complicated irregular shapes (see Figure 1-3).

Besides, we also simulated the protrusion decorated structure in Figure 6(d), which shows further field enhancements over the sharp edges structures (see Figure 6(c)). The above simulation results reveal that the efficient field emission properties of layered Bi$_2$Se$_3$ nanosheets fabricated in this work is not only related to its possible 2DEG in the surface and lower work function but also attributed to their abundant sharp edges or protrusion decorated structure.

Fig. 6 (a) Sectional drawing of electrical field distribution on Bi$_2$Se$_3$ layer (5nm thickness, 50nm diameter); (b-d) Electrical field distributions for layered Bi$_2$Se$_3$ with regular shape (b), irregular shape (c) and protrusion decorated structure (d).

3. Experimental

Layered Bi$_2$Se$_3$ nanosheets synthesis: Layered Bi$_2$Se$_3$ nanosheets were prepared from bulk Bi$_2$Se$_3$ crystals by a three-step exfoliation method. Firstly, the bulk Bi$_2$Se$_3$ crystals (Alfa Aesar) were ground into Bi$_2$Se$_3$ powders using a agate mortar (from Figure S1(a) to (b)). Then, the Bi$_2$Se$_3$ powders were turned into Bi$_2$Se$_3$ nanosheet clusters (from Figure S1(b) to (c)) by a hydrothermal intercalation and exfoliation method (10) as follows: Bi$_2$Se$_3$ powders were placed into a sealed Teflon-lined autoclave with an ethylene glycol solution of lithium hydroxide (8 M). After the autoclave was oven-heated at 200°C for 24 h, Bi$_2$Se$_3$ nanosheet clusters were obtained by centrifugation and rinsed with acetone and deionized water to eliminate the residual lithium hydroxide. At last, to get an uniform dispersion of layered Bi$_2$Se$_3$ nanosheets, the as-prepared Bi$_2$Se$_3$ nanosheet clusters were dried and immediately suspended in isopropanol and sonicated for 30 min to achieve final exfoliation (from Figure S1(c) to (d)).

Layered Bi$_2$Se$_3$ nanosheets characterization: The morphologies were characterized by a Sirion field emission scanning electron microscope (SEM) (Philips XL30). Transmission electron microscopy (TEM) techniques, including the selected area electron diffraction (SAED), were performed using a JEM-2100 electron microscope. Atomic Force Microscope (AFM) measurements were carried out in a SPM-9500J3 system. Raman spectra were obtained by a Horiba Jobin-Yvon LabRam HR confocal microscope using 488 nm laser excitation at room temperature. X-Ray photoelectron spectroscopy (XPS) and Ultraviolet photoelectron spectroscopy (UPS) studies were conducted with a Thermo ESCALAB 250XI instrument.

Field emission measurement: Field emission measurements were performed with a two-parallel-plate configuration (Bi$_2$Se$_3$/Si at cathode and a phosphor coated ITO glass at anode) in a vacuum chamber with base pressure lower than 2.0×10$^{-7}$ Pa. The cathode and the anode were separated by a 220 nm thick Teflon spacer, and the cathode area is 0.04 cm$^2$. The current-voltage (I-V) characteristics were measured by a Keithley 6485 picoammeter and a Keithley 248 high voltage supply.

Conclusions

In summary, layered Bi$_2$Se$_3$ nanosheets were prepared from Bi$_2$Se$_3$ crystals with a three-step exfoliation method. Field emission with a low turn-on field of 2.3 V/μm, a high field enhancement factor of 6800 and good field emission stability was observed from the layered Bi$_2$Se$_3$ nanosheets. We further proposed a field emission model to investigate the origin of its efficient field emission behavior, which found that the irregular shapes of exfoliated layered Bi$_2$Se$_3$ nanosheets play a key role in the edge effect that resulting in its efficient field emission. This work suggests that layered Bi$_2$Se$_3$ nanosheets with atomic-thick sharp edges have a great potential as high-performance vertical structure field emitters for future light weight and highly flexible electron source such as vacuum electronic device applications.
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